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The author's principal objactive is o present a framework for market analysis
which specifically models primary demand, compelitive reactlon, and feedback
effects of the market variables. The approach s an extension of earlier work
by Clorke and by Lambin, Naert, and Bultez on the relationship among
the elasticities of the marketing variables, The author develcps this frameviork
and formulates an ~oproach for empirical opplications based on principles
of time serles analysli. In particular, Granger's wall-known causality definition
Is used in confunction with Box-Jenkins analysis to find the nonzero elements
in the marketing model, These princlples are applied empirically fo the cose
of a clty pair of the U.S. domestic air travel market, where three major
airlines compete on the basis of flight scheduling and advertising. The analysls
reveals that flight scheduling has a market-expansive or a compelitive effect,
depending on the compelitor, and that advertising does not have a significant
Impact on performance. In addition, soveral patterns of competilive reactions
are found, The author offers observalions on the theoretical and empirical

aspcts of this approach to marketing model bullding.
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In an increasingly complex and risky business en-
vironment, the development of quantitative models
of markets is a difficult but rewarding task. In the
past decade such models have been of strong interest
among academicians, as shown by the large number
of arlicles published in this field. Also, models of
markets are gaining popularity in industry, where they
are used for forecasting ns well as evaluation of market
plans (e.g., Stryker 1978; The Wall Street Journal
1977),

The structural relationships that are part of a market
mechanism can be categorized into sales response
effects, compelitive reactions, and feedback effects,
Though the importance of these types of market
relationships has certainly been recognized, very few
empirical studies have included all of them simulta-

J Hanssensis

of Management, Universiy of Californi, Los Angeles,

‘The author acknowledges the helpful comments of his marketing
collengues at UCLA and an anonymous JMR reviewer on a drafl
of the article.

neously. For example, numerous studics have ana-
lyzed the marketing mix effects on sales of single
products, isolated from the market in which the
products operate. The main reason for such an ap-
proach is probably the lack of good data, because
‘most market research is donein the profit sector where
dataare typically scarce and /or proprietary. Unfortu-
nately, failure to include the relationships among
certain variables may result in severe model misspeci-
fication and, ultimately, unreliable research findings.

The main purpose of this article is 10 proposc a
systeriatic modeling of the various relationships that
h ize market BN ic nature
of market variables, interest is focused on longitudinal
data sets, which are the most common and the most
useful, because marketing planning is dynamic. The
first part of the article is marzeting theoretical, After
a brief review of the literature, the theoretical models
proposed by Clarke (1973), Lambin, Na¢rt, and Bultez
(1975), and Schultz and Wittink (1976) are examined.
The findings of those researchers can be integrated
and extended into a full-scale dynamic model of a
market, i.¢., a model which incorporates all the poten-

an
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tial structural relationships previously described, The
complexiy of such a model necessitates the descrip-
tion of an smpirical approach for using the model.
This is done by application of recent devel

an

a number of Australian industries is self-cancelling
and escalating,” Fortunately, two theoretical develop-
mentsare very useful for the study of expansive versus

in univariate and multiple fime series analysis in con-
Junction with econometrics. Specifically, the issues
of dizcovering relationships and ruling ouy spurious
associations are discussed,

‘The second part of the article is an empirical illustra-
tion of the theoretical idens, based on a submarket
of the U.S. domestic air travel industry. The model
considers each of the three competitors in this marke(
separately and includes the two most important mar-
keting instruments for the period studied, number of
flights and advertising expenditures,

PRIOR RESEARCH

Some imporiant contributions in the evolution of
modeling sales response, feedback, and competitive
behavior are reviewed hereafter, Parsons and Schultz
(1976) and Naert and Leeflang (1978) provide a more
thorough discussion of the literature,

Sales Response Elements

Marketing model builders have devoted most of their
efforts toward developing functions of sales response
to the marketing mix, The earlicr applications typically
considered only one product and one marketing vari-
able at a time, for example Palda’s (1964) regressicn
models on Lydia Pinkham sales and advertising, which
stimulated a subsequent research stream on the dynu-
mic or carryover effects of advertising (c.g., Bass
and Clarke 1972; Houston and Weiss 1975). At about
the same time, more studies appeared which consid-
ered two or more marketing mix variables, for example
Lambin's (1970) study on small electric appliances
and Little’s (1975) work on a packaged food product,
Also, some rescarchers added competitive marketing
efforts as explanatory variables in response functions,
for example Sexton (1970) and Urban (1969) on fre-
quently purchased branded goods. Finally, there was
a definite trend toward analyzing markets rather than
single product sales, as exemplified by the more
complex models by Beckwith (1972) and McCann
(1974), also on frequently purchased branded goods.

One issue in sales response modeling which has
not received sufficient attention is the distinction
between market-cxpansive (i.c., primary demand) ef-
fects and competitive (i.c., secondary demand) effects
of the marketing variables, As Parsons and Schultz
(1976) point out for the vase of advertising, most
studies really have not been designed to test for the
presence of primary demand effects. Yet the question
is very important because in the absence of market
expansion the marketing efforts of the competitors
may cancel each other out, For example, a study by
Metwally (1978) indicates *, . . that advertising ia
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effects: (1) a simple mathematical equali-
ty, due to Clarke (1973), which states that the elasticity
of a marketing instrument on sales (ng) equals the
primary demand elasticity (n,,) plus the market share
clasticity (n,), and (2) a set of theoretical conditions
for the existenco of primary demand, primary sales,
competitive, and mixed effects of advertising derived
by Schultz and Wittink’ (1976). These contributions
are used in the model development hereafter,

Feedback Elements

The possible presence of a feedback relationship
between sales and the marketing mix variables has
not been investigated thoroughly, in spite of an carly
warning by Quandt (1964). Bass and Parsons (1969)
used predictive testing and simultaneous equations to
include the effecis of past sales on future advertising
budgets in a model of the cigarette industry, Similar
efforts were made by Schultz (1971) and Wild; (1974),
but are encompasied under the more general case
of endogenous marketing decision variables, In terms
of model estimstion, the modeling of feedback is
neceisary only if there is a true simultancous relation-
ship, Because most marketing models are built on
data for relatively short time intervals such as months
or quarters they are more likely to be recursive in
sales and, say, advertising, In such cases failure to
model feedback should not affect the reliability of
the market response coefficients,

Competitive Behavior Elements

The explicit modeling of competitive behavior is
also fairly rare in market model building, primarily
because data on competitive marketing expenditures
are very difficult (o obtain, Some empirical examples
are Lambin’s (1970) study of a consimer durable,
which includes reaction functions for advertising, and
Schultz’ (1971) model for air travel which considers
flight share and advertising share equations, Perhaps
the most complete empirical study is Wildt's (1974)
which models competition on the basis of advertising,
price, promotion, and new products, These and other
studies confirm that competitive rezctions are usually
very strong. A fheoretical contribution by Lambin,
Naert, and Bultez (1975) also deserves close attention.
The objective of these authors was to generalize the
Dorfman-Steiner theorem to cases of oligopoly with
competitive reactions and market expansion, for which
they derived the following fundamental relationship,

U] Ew=(R): (Eqr +E,)
where:

E,, = vector of total sales elasticilies of firm i,
Eqr = vector of primary demand elasticilics of the mar-




an

keting variables of firm / and its cumpellllun,
E,, = vectorof.
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lnd insight into markel structures could be gained

variables of firm i and its competition,

1 = identity matrix, and

R = malrix of reaction elasticities (the effects of firm
I's decisions on competitive decisions).

‘This formulation is an extension of Clarke's finding
(15 = npp + n,,,) to the case of competitive reiictions,
Lambin, Naert, and Bultez define *‘simple competitive
reactions” as those which use the same marketing
instruments (diagonal elements of R) and “‘multiple
compelitive reactions” as those which use different
instruments (off-diagonal clements of R), They illus-
trate several special cases by constraining elements
of R and Eq 1o be zero and also provide an extensive
empirical example of multiple competitive reactions
for a consumer durable in a nonexpansive market.
Equation 1, which is called the LNB model, is essential
to the model development hereafter,

Comment

The author proposes that models of markets should
combine sales response, feedback, and competitive
reaction effects, Specifically, a model should make
the distinction between primary demand and secondary
demand effects and between sales response and feed-
back effects of the macketing mix variables, In addi-
tion, competitive activity may change the sales re-
sponse effects drastically; for example, even though
sales rcspanse to adverlising may be posili\'e lhc renl

Id se of
reactions, A model should he able to detect such
situations,

AN EXTENSION OF THE LNB MODEL

‘Though equation 1 captures all of the relationships
of interest, it has a few restrictions with respect to
the reaction matrix R which may limit its use. First,
the LNB model does not allow for cases of joint
marketing decision making, i.c., the possibility that
levels of onc marketing instrument affect or are
affected by levels of other marketing instruments
within the (same) firm, The marketing literature cites
many instances of such “intrafirm effects,” such as

h comp suparately, provided
that the necessary data are available. Suchan approach
would allow for the study of segmentation strategics,
or the development of “brand competition maps,”
as done by Clarke (1973). Though the treatment of
individual competitors is not always necessary, the
author extends the LNB model to include individual
competitors’ reaction elasticities,

The notation used in describing the extended R
‘matrix follows,

= the level of the marketing mix variable i of
competitor j, where i = |, M and j = 1,J,

&
= the elasticity of y with respect to x, i.e., —

PD = primary demand or total industry sales,
m, = market share of campellilor h

§, = sales of compelitor j 2 5= PI)).
imi

Then:

ngisa (/M x 1) vector of sales elasticities of each
firm'’s marketing variables,

npyisthe (JM X 1)vectorof primary demand elasticities
of the mix variables,

n, |sn(JM>< )vccloror competitor j's market share
elasticities of j's marketing variables and
all competitors’ marketing  expenditures
(€., the cross-clasticilies).

‘The matrix of reaction elasticities R is of dimension
(JM X JM):

R=(e,}
where;

Ik = 1, M (mix variables),

/,I = ll(compemars) and by definition,
e, = Iforalli=
As an illustration, consider a market wheie three
competitors (J = 3) compete with each other on the
basis of advertising (4) and distribution (D), so M

=2, The matrix R is shown in Figure |,
The four partitions shown can be interpreted as
fallows Thc main diagonal blocks are the simple

the negative between ad an

pnrs«nal selling or the positive relationship hetween
price and personal selling (Heskett 1976), As a result,
numerous researchers have faced problems in estimat-

effects, which are by definition interfirm
effects. The off- diagonal blocks are the multiple
competitive effects. Within these blocks, the elastici-
ues on the mmn dlagonals are intraf im reactions
effects,

ing sales response coefficients because of multicolli
earity among the marketing mix variables, One exten-
sion therefore is the inclusion of intrafirm reaction
elasticities in the matrix R,

The second restriction of the LNB model is perhaps
even more important, The LNB mode! treats a firm’s
compelition as a whole, so the market is defined as
the firm plus the other firms, If the otal number
of competitors is relatively small, more information

These reaction cae!ﬁclenls are (o be interpieted as
dynamic; otherwise, one could not necessarily distin-
guish the directions of the effects,

In this framework, the LNB equation | is extended
as follows,

5
® n,=R~{n,n+2T"'n_‘:|
-
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Figure 1

41

—no compelitive reactions: R = I, an identity matrix
of dimension JA;

~—no intrafirm effects; e, | =0Y) =

—only simple com[clilivc'rcaclions inthe market;
€ = O VI# K.

USING THE EXTENDED LNB MODEL

The theoretical model (2) describes a relationship
among market parameters, whereas most models rep-
resent a structure of the market variables, The advan-
tage of equation 2 s that the relationship is mathemati-
cal and hence not subject to statistical error, The
disad is that are

where T is a dummy-variable matrix of dimension M
X JM) for competitor , defined as T = (T4) where

To=lek=jj4d,..j+ (M- 1)J
(Vn); 0 elsewhere,

In the preceding example with three competitors
and two marketing instruments the matrices T/ would
be:

T 000000
i
™= ) ™= |000000|
Hi 000000
000000 it
00000 000000
000000

000000
™= [uni
OC00

000000
i

These dummy-variable matrices are needed (o post-
multiply the vector of market share elasticities with
the appropriate elements of the reaction matrix R.
Several special cases can be derived from equation
2 by imposing restrictions on the elements of R and/or
by constraining the vector g to be zero, For example:
—no prim.ry demand effects, i.c., stable industry: ny,,

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

)

50 the model is necessarily an abstract description

of a market, If the model is (o be usable, one must

determine which of the various response and reaction

parameters are zero and which ones are not, Also,
i f the itudes of

must be found,

‘These questions are crucial as they will determine
how complex equation 2 will be in any given cmpirical
application. The first problem is one of model specifi-
cation, which is different from (although rot totally
unrelated to) parameter estimation, The sources of
information that can be used to specify equation 2
are prior knowledge of the market from management,
principles of fheary (matketing or economic (heory),
and statistical procedures, However, the amounts of
information one can expect from these three sources
arc generally not the same, Table 1 is a summary
of expected information from prior knowledge, theory,
and statistical procedures (i.c., data analysis),

In this article the focus is on using theary from
marketing and economics and statistical procedures
to determine the nonzero elasticities in model 2,
However, it should be emphasized that the use of
prior knowledge, for example through conversations
with managers, is at least equally important for this
task. This is especially true for the intrafirm reaction
effects, which can logically be explained best by the
decision makers themselves, A vast literature is
available on  subjective estimation of marketing
paramelers, e.g., Lambin's SIMAREX and Little’s
BRANDAID (Lambin 1972; Little 1975),

Marketing theory in this field has been developed
chiefly from empirical generalizations, Most of !he
studies on the marketing mix variables reveal a positive
elnsticity on market share, which is usually below
unity (decreasing returns to scale), There are marked
diff the mix variables, pri it
being the strongest followed by distribution and prod-
uct, whereas advertising is almost always the weakest
variable (clasticity typically less than 0.5), The evi-
dence on primary demand effects is loss conclusive;
for example, Parsons and Schultz' table shows hat

8 as @ market-expansive ef-
fect, occasionally not (1976, p. 224-5), The cross-share
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Table 1
EXPECTED INFORMATION FOR THE SPECIFICATION OF THE EXTENDED LNB MODEL
Response parameters*
,ﬁ:,‘:ﬁ, Reactlon parameters
Source of information Primary demand Market share share Intrafirm Interfirm
Prior knowledge from man- Usually assumed positive, but order of Depeads on Perfect or Depends on in-
magnitude scldom known industry near-perfect  dustry knowl-
knowledge information edge
Marketing and economic Zero or posilive Moutly positive: Negative or Evidence of Microeconom-
theory decreasing r¢- %10 strong ¢f- ics: non-
turns fects 2¢ro in oli-
gopoly, 2270
elsewhere

Statistical procedures
null of zero effect

Application of one-sided or twosided hypothesis testing against the

“Some of the statements have to be qualified for the case of price. In most cases one could reverse the sign of the effects,

elasticities would be negative if the marketing variable
had a truly competitive effect,

‘Theoretical insights into the nature of the reaction
paramelers are not as readily available, The frequent
multicollinearity among the marketing mix variables
in sales response suggests that intrafirm reaction
effects may be substantial, For the interfirm effects
adistinction must be made between pure or monopo-
listic competition and oligopoly. In the first case there
are too many firms in the market for any significant
reaction effects to exist, so R = L In the second
case, reaction elasticities are zero if the firm is a
follower (Cournot model) and nonzero if tne firm is
a leader (Stackelberg model) or if the market is
collusive, However, microeconomic theory does not
specify or predict which of the cases will hold in
any given market,

The overall conclusion from this brief review of
theory is that there ure several expected relationships,
but empirical evidence is needed to arrive at conclu-
sions for a specific market, In addition, empirical
analysis is necessary in most cases (o estimate the

in the model, An excellent starting
point is the work on measuring industry sl

model” which is more useful for our purposes because
it is based directly on Clarke's equation ng = n,,
+ ,,, The conditions for the simple cases are;

primary demand effect:
ng>0,n,=0

primary sales effect;

ds,
ng>0,n,>0,n:>n,,——=0
dd,

competitive effect:

0 0 as
ny>0,n,>0,ng=n,,~—=0,
s

To develop statistical procedures from these condi-
tions, one needs to estimate these elasticities and/or
derivatives, Schuliz and Hanssens (1977) used the
general linear model in which the partial derivatives
are the least-squares estimates of the marketing mix
coefficients, Also, Lambin, Naert, and Bultez (1975)
used a regression model to ilustrate the LNB equation

effects by Schultz and Wittink (1976),

Schultz and Wittink derive a set of simple, logically
consistent conditions for the presence of primary
demand, primary sales, competitive, and mixed effects
of advertising, For example, in a markel with two
competitors with respective sales S, and S,, advertis-
ing A, and A,, and market shares m, and m,,
advertising of firm | s said to have primary demand
effects if and only if

ds, s, dm,  dm,

>0, — = — =0,
dA,” A, T A, dd,
The same authors also describe a “discrimination

Reproduced with permission of the copyright owner

and derive op of the marketing i

but their example was a nonexpansive market case.
These strictly econemetric solutions, however, have
two important disadvantages,

1. The Schultz-Wittink conditions are static whereas
the relationships among market variables are typi-
cally dynamic, To make the transition, one must
specify several lagged values of the variables, which
causes the loss of degrees of freedom and possible
confusion when different lags give different resulls.
Itis very important that the estimates of the partial
derivatives be unbiased or u least consistent (unbi-
ased in the limit), But from cconometrics it is known
that these properties can hold only if the structural
model from which the estimales are drawn is the

. Further reproduction prohibited without permission.
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*“true"” model, Hence the researcher faces a dilemma
of having 10 test for structure while asauming that
the form of the structure is already known, which
itis not.

These issues, esgecially the second one, are not
unique to market mode! building. They relatein general
to the problem of resting for causality in a dynamic
environment using longitudinal uata, a question that
has been studied in great detail and with some remark-
able results by numerous time series analysts (€8
Box and Jenkins 1976; Granger 1969; Haugh 1976;
Pierce 1977; Zeliner and Palm 1974). In the following
section some of their contributions are explained in
the context of this article, It isimportant to understand
that the techniques are empirical and that their value
increases as a function of the researcher's uncertainty
about the system, i.., the market, under study,
Because information about competitors in a market
is typically very scarce, this case justifies the invest-
ment in time and learning which time series analysis
requires,

AN ANSWER FROM TIME SERIES ANALYSIS

The success of the Box and Jenkins method has
stimulated research on “integrated auloregressive-
moving average” (ARIMA) time series models over
the past 10 years, The underlying philosophy of these
univariate models comes from Yule (1926) who postu-
lated that most (ime series can be regarded as realiza-
tionsof stochastic processes, Specifically, a stationary
serics of equal-interval observations z is considered
10 be generated by an unobservahle white-noise series
(i.e., a serially uncorrelated series) a,, filtered by a
lincar ARMA prosess ¥(B), where D is the lag
operator:

L 4, ARMAFILTER -z,

v (B

The objective of the time series analyst i to discover
the filter ¥ (B) so that the original white-noise series
a, can be estimated from the data, Box and Jenkins
postulate that \¥ (B) can be decomposed in an autore-
gressive part ¢(B) and a moving average part 0(B),
such that

4(B)z, = 0(B)a,.
Numerous books and articles have been written on
this subject, particularly on the applications of the
method for forecasting. In marketing, the method of
Box and Jenkins has been applied by Geurts and
Ibrahim (1975), Helmer and Johansson (1977), and
Moriarty and Adams (1979). The reader who is unfa-
miliar with these techniques is referred 10 Box and
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475
Jenkins (1976) or Nelson (1973) for a complete expo-
sure,

The method of Box und Jenkins has gained its
reputation largely from its outstanding forecasting
performance in comparison with other univariate
methods such as Holt-Winters or exponential smooth-
ing, and even multivariate methods such as economet-
rics, But in recent years the method has been used
for another, more ambitious purpose: the development
and testing of structural models using the white-noise
ARIMA residuals, In essence, this research has fo-
cused on the use of ARIMA residuals for testing the
ind versus the causal relationship between
two or more variablesin a system, The key contribution
of ARIMA modeling to structural model building is
that the distinction can be made between the “intra-
structure” (within series) and the “interstructure”
(between series) of longitudinal data.

‘Theoretical statisticians have long “nown that in-
ferences from longitudinal data analysis can be ques-
tionable and even misleading because of univariate
time-series properties of the variables such as trend,
seasonality, etc. For example, in 1926 Yule published
an article on the subject under the meaningful title,
*“Why Do We Sumetimes Get Nonsense Correlations
Between Time Serics?”, The most common problem
is spurious correlation, as in (he many econometric
studies on sales and advertising using annual data

hich dvertisice h

multiple
yearlong carryover effects (Clarke 1976), The
spurious correlation problem in econometrics is ad-
dressed most concisely by Granger and Newbold
(1974) “ae of their striking examples is the following,
Suppose x and y are perfectly independent of one
another; however, they are both strongly first-order
autaccirelated with a coefficient of 0.9, It can be
shown that, for sample size 20, £ (R’) in the regression
Y, = bX, +x, is 047, which is highly significant!
What herpens is that the autocorrelation structure
(intrastricturs or within structure) of x and y is
confused with the (presumed) interstructure (between
structure) in this system and the unaware researcher
could make the wrong conclusion that the scries are
related to each other,

Methods for detecting and removing intrastructure
problems are well known, in parficular the Durbin-
Watson test for an AR(I) process on the regression
residuals, However, these remedies all assume that
the structural model is known prior to data analysis,
i.e., they are cures for an estimation problem, not

pecification problem, The unique fe of ARIMA
modeling is that one can remove intrastructure prior
to structural model building, which is very important
in modeling situations such as the one presented here.

Although the methodological literature contains
several suggestions for combined ARIMA /structural
model building, there is general agreement on the

inciple to be used, This principle is ki G

¢
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or Wicner-Granger causality, i.e., a variable X is said
to cause another variable ¥, with respect to a given
information set containing X and Y, if future Y-values
can be predicted better using past values of X and
Y than using the past value of Y elone (see Granger
1969). In other woids, the Grangean test on the
significance of &(B) in the regression

Y,=a+b(B) X, +u

is that the mean square forecast error (MSFE) of
Y| past Y, X is smaller than the MSFE of Y|past

Thc direct implication of the Wiener-Granger con-
cept for empiricel work is that the contribution of
Xinexplaining Y should be assessed using the innova-
tons of the two series, which are usually measured
by the ARIMA residuals. This means that the series
are filtered to remove nonstationarity (¢.g,, trend) and
systematic behavior (e.g., first-order autoregression),
after which one investigates whether or not random
shocks in one series are related to random shocks
iin the other series, In this context the pioneering work
by Haugh (1976) and Pierce (1977) has resulted in
the development of parametric tests that are easy to
use. A critical evaluation of this approach is given
in Appendix A,

Haugh (1976) studied the statistical properties of
cross-correlation functionsand found that, for ARIMA
residuals, the lations of two indepe:id

JOURNAL OF MARKETING RESEARCH, NOVEMBER 1980
"
xcausesy il §, = NE ARG
&

N
yeauses xif S, = N 2
fie

and “instantaneous” causality is tested for by includ-
ingk=0.

Pierceapplied these tests tothe relationship between
money and interest rates and found that it is not as
strong as is traditionally believed by zconomists, A
few other applications in finance and economics have
consistently shown that it is necessary to take into
account the series’ time series properties before in-
ferences are made about the causal structure in a
system (e.g., Cramer and Miller 1976; Granger and
Newbold 1977).

The advantage of Pierce's tests is ease of use and
interpretation. One disadvantage is (hat the choice
of the maximum lag (M) for the chi square value
is subjective, Also, in small sample applications it
is often difficult to reject the null hypothesis. For
example one miay find one or two significant cross-
correlations, but, depending on the choice of M, the
string of cross-correlations used to compute S, or S,
may be nonsignificant as a whole. Therefore it is
advisable not to use the chi square in isolation, but

series are normally distributed in the limit. On the
basis of this finding, he developed a simple chi square
test for the independence of two series x and y, First,
the ARIMA models on x and y are estimated so that
the vihite-noise residual series a,, and a, (1 = 1, N)
are oblained, These series are cross-correlated at
virious lags k and for each k the sample cross-correla-

tionr, , (k)is computed:

(@ =800, -

Tow )=

where @, and &, are the sample means and s, and S,
are the sample “standard deviations of a, and a,.
‘The test statistic S, is derived as:

Su=N 2 0]
[t

where M is the maximum lag value chosen by the
researcher, This value S, is approximately chi square
distributed with (2M + 1) degrees of freedom if x and
y are independent, The null hypothesis of scncs
independence is accepted at level a if S,, < x“ w10
In the other case, the conclusion is that the series
xand y are causally related to each other,

Haugh's work was extended by Pierce (1977) to
include tests for the direction of causlity:
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in conjunction with an inspection of individual cross-
correlations of two series at various lags. These points
are illustrated in the empirical part of the article.

In this article time series causality test |s used
nn]y for th ion of zeroand
in the extended LNB modcl, However, for lhc sake
of completeness, it should be pointea out that the
shape of the cross-correlation function can also be
used to determine the carryover effects of the market-
ing mix variables and, in general, to help specify the
dynamic-causal structure of a system. These models
are sometimes called transfer functions and have been
used in marketing by Helmer and Johansson (1977)
and in economics by Zellner and Palm (1974).

In summary, the author proposes that principles
of multiple time series analysis be used on the extended
LNB model as follows.

1. Develop univariate ARIMA models for primary
demand, market shares, and the various marketing
mix variables and save the white-noise ARIMA
residuals.

. Test the null hypothesis of independent series by
cross-correlating the ARIMA residuals with cach
other for the cases of interest, i.¢., primary demand
effects, market share and cross-shure effects, intra-
firm and interfirm reactions, Use Haugh's chi square
test and inspection of individual cross-correlations
to reach verdicts.

. Specify the zero and nonzero elements in model
2. The form of the resulting model will determine

Further reproduction prohibited without permission.
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the method of parameter estimation (o be used, for
example OLS on single response equations or 2SLS
on a group of equations,

These steps are fully illustrated and discussed in
a model of competition for a city pair in the U.S,
domestic air travel market,

EMPIRICAL ANALYSIS
Data

The data set consists of quarterly observations on
the marketing variables in an important city pair in
the American domestic air travel market. The study
period is the first quarter of 1965 through the third
quarter of 1974,

The airline route is served by three major carriers,
with & combined market share of more than 95%,
The few smaller carriers that make up the rest of
the market are not included in the analysis, Under
Civil A ics Board regulati tion be-
tween 1965 and 1974 wus limited to advertising
expenditures in the cities and changes in the number
of nonstop flights per week, subject to CAB approval,
Two marketing variables are not considered in this
study: air fares, which are equal for all airlines, and
the qualitative variable “service,”

Thequarterly data show substantial variability, First,
al least the first half of the period was characterized
by overall market expansion, as all the competitors
had an upward trend in passenger sales, This fact
provides an opportunity for examiring possible pri-
mary demand effects of the marketing mix variables,

The levels of the marketing vasiables *“flights” and
“advertising” also change substantially, although the
patterns are not the same. An abrupt change in trend
of the number of flights occusred in the last few
quarters, corresponding to the beginning of the oil
crisis in the United States,

The market shares of the three competitors did not
remain stable, either. On average, airline | held about
42% of the market, followed by airline 3 with 32%
and awline 2 with 22%. One complication is that two
wirline strikes occurred during the period, one in
quarter 17 and another in quarter 36, Visual data
inspection suggests that these strikes did not affect
primary demand, but they logically had very strong
share effects: in quarter 17 airline 1I's market share
dropped to 32% and in period 36 airline 2's share
plunged to about 14%, The strikes are included in
the modeling process where appropriate.

The notation can be kept simple by using the
following symbols: PD (primary demand), P (pas-
sengers), F (flights), 4 (advertising in $1000), and m
(market share). The competitors are denated by 1,
2, 3; for example, Fl, is airline 1's number of flights
at time ¢, m3, is the market share of 3 at time 1,
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Prewhitening the Data

The development of univariate ARIMA models
proceeds through several steps, As the Box-Jenkins
method is explained and illustrated at length in the
literature, details are omitted here,

First, stationary data series must be obtained prior
to Box-Jenkins analysis, i.e., the series' means and
variances must be independent of time. The data plots
and the autocorrciation functions revel some trend
(€.8., in {light levels), seasonality (e.g., in the number
of passengers), and heteroskedasticity (.g., in the
advertising series), Consequently, first-order dif-
ferences are taken for Fl, F2, F3 and ml, m2, m3,
and seasonal fourth-order differences are taken for
PD, P, P2, P3, In addition, the entire analysis is
done in the natural logarithms of the data, which
removes heteroskedasticity. Working in logarithms
also offers the advantage that the subsequent multi-
variate data anslysis will take into account possible
nonlinearities in (he response functions,

The ARIMA madels for number of passengers and
market shares are complicated by the potential effects
of the strikes in quarters 17 and 36, Because a strile
is a strictly exogenous, discrete event, its effect can
be estimated by dummy variable analysis. In time-
series context, this approach is called intervention
analysis and was first introduced and applied to Los
Angeles air quality data (Box and Tino 1975), An
intervention model is a special case of a transfer
function mode!, where the explanatory variable is
either a step or a pulse dummy variable. The general
model is;

o) o)
S,
a8
where:

§,= | when ¢ is an intervention period (i.c., a strike
period), 0 otherwise, and
w and & are the intervention parameter polynomials,

The univariate Box-Jenkins and intervention models
for the 13 series are shown in Table 2, Within each
category of marketing variables, the autoregressive
processes are (he same and the moving-average parts
are occasionally different, This similarity in AR pro-
cessesis a first indication (o the rescarcher that several
variables may be related to each other, because it
is known that, in theory, the AR-orders of all endoge-
nous variables in a structural model are the same (¢.g.,
see Zellner and Polm 1974),

‘The process of fitting univariate time series models
did cause the loss of a few observations: the residual
white-noise series for passenger demand has 35 ob-
servations and those of markel shares and flights are
reduced to 38, These series are too short for separation
of the data into an estimation set and a holdout sample,
Hewever, the total absence of serial correlation makes
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Table 2
UNIVARIATE BOX-JENKINS MODELS

(1= BYPD, = (1+ AMB + AIIB + 486B") ay,
(1=BYPY, = (1 +.5648 + 8398y, ~ 0081, + 043 52,
(1= BYP2, = (1+.726B) (1 - 4198 ap,, + 245 51, - 483 2,

(- BYP3, = (1+ 8038 + 625K" + 3428)a,, + 125 S), + 309 82,

(- Bml, = (1 - 808)a

+(-302+ 220) 5),

(- B)m2, = (1 - 989K any, 4 1NN S), 4 (-.517 + .540B) 52,

(- Bynd, = (1 - 6MB)a,,,

(=B, = (- 388 a,
(U-BF = ay,

(1=B)F3, = (1= 3908+ 450B')a,,,

Al - 6818 = (1 - 3638 a,,,
A2, 67900 = (1+ MIBYa,,,
A3,- 67088 = (1+ SUBYa,,,

+008, +.18,

multivariate inferences robust and reliable, as is illus-
trated in the following sections,

Testing for Primary Demand Effects of the Marketing
Mix Variables

Because the total market size did not remain constant
during the study period, the first step toward specifying
equation 2 is 1o investigate whether or not markel
expansion is related to manipulation of the competi-
tors’ marketing mix variables, Formally, the hypoth-
eses are;

Hy: x,, does not affect FD (i = 1, 2and j = 1, 3),
Hy: x,, has an effect on PD,

From a marketing intuitive standpoint, H, could be
stated more precisely as *'x, has a positive effect
on PD," However, Haugh's chi square test investigates
only the presence versus absence of a causal relation-
ship between two series, Inferences about the sign
of an effect can be made from inspection of the signs
of large cross-correlation values, but those will be
subject to confirmation by structural model building,
The value of M, the largest lag, is set at four, which
corresponds to an one-year maximum time span in
the market response functions, Because the null
are unidirectional, the i
to be included are

o, g 0) k=0,1,23,4
\

and Haugh's test statistics for each variable and each
competitor are
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M=NY P LK),
&

Under H,, the M, are approximately chi square
distributed with five degrees of freedom. The critical
chi square table values are 9.24 (a = 0.10) and 11.1
(a = 0.05), The results of the time-series tcsts are
shown in Table 3,

The conclusions of the primary demand tests are
intriguing, First, the advertising dollars did not gen-
erate any previously untapped markets or market
segments, which means that any potential advertising
effects in this market are competitive. Second, the
primary demand effects of flights existed, but they
were not symmetric; the two large competitors in this
market were able to expand the market size by offering
more flights, In contrast, the smaller competitor did
not influence industry demand. The implication of
these findings is that the primary demand elasticity
vector in equation 2 will consist of four zero and
wo nonzero clements.

As a methodological comrent, it should be noted
that the lags k = 1,...,, 4 in this cross-correlation
analysis on white-noise series are not necessarily the
“true” lags in a dynamic relationship between two
variables. In particular, if the ARIMA processes on
two causally related series are sufficiently different,
itis likely that the lag structure is different from the
one suggested by cross-correlating the white-noise
series. As an illustration, it is not necessarily true
that the primary demand effect of F3 has a one-year
lng.
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Table 3
TIME SERIES TESTS
Primary Demand
Fl 2] 2] Al A2 43
Iag k=0 -19 15 0 -6 n n
i 2 0 0 -0 -0 A
2 16 -9 2% -3 -0 0
3 -3 K} o - -4 16
4 38 18 41 -0l 10 )
M 281 an 10.29" 3% 28 236
Market Share
ml m2 m
] Al ] 42 ] A
lng k=0 % -08 o Al E -4
1 2 -0 18 ] bl 0
2 » 2 2 0 0 -19
3 8 6 I 0 -l 13
4 -0 -4 Bl - M o
M 200 649 1165 310 M) 300
Cross-Market Share
ml m2 m
R B A2 A FI B Al A fl R Al A2
lgk=0 =26 -3 -0 05 -0 0 2B -5 N - -4 -a
Loo-0 0 -18 -8 Al-08 06 0 -9 B -0 -
2 B0 -9 M O 06 -2 -06 0 -0 050
3o-0 62 -1 0 M -3 -0 O -2 M-
4 =M - -3 -2 06 -5 0 08 -0 -0 -9 -0
M 938 213 8% 64 23 24 14 250 461 685 1518 498
Intrafirm Reactions
Decislon
varlable: Rl Al ] 42 JZ] 43
Affected
by: Al Fl 42 ] 43 2]
lag k=0 -0 0 06 16 16
| -3 & - -0 -0
2 =12 -3 08 2 4
3 0 -4 Bk =2 -05
4 07 -0 18 M a1
M 164 1.56* 440 559 9
Simple Competive Reactions
Decision
variable:  FI - F2 Al 4 R R A2 A " Booa 43
Affected
by: R B A2 8 F B Al A Fl P2 Al A2
Wgk=0 21 4 R TR N TR TR ] L TR) 4
Lo-B 06 B | N A TN o -3 -0 2
28 -4 - -9 -0 2 -l 0 2B~ -0 o
3om o 0 05 M 06 -2 =2 =0 -0 =30 S
4 -0 M s -0 B B -0 - ) o)
M 415 103" B4 150 M4 83 00 028 50 9g e
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Table 3
Continved

Mulilple Competitive Reactions

Decision
variable: Fi Al A2 Fi A3
Affected
by: A2 A R B Al A B Al A2 Fl_ R
lag k=0 0400 M -2 A0 16 ) -0 8 Jdoo 16
[ RN S ] B e B TR "B | RN
2 -8 -0 =13 10 =3 0 Jd6 00 -0 -1 -0 -2
3o-n 0 ® -0 -2 -0 =B -0 -2 -2 -0 6
4 Mo [ A -7 » -2 20 Mo
M 264170 17458 86 31 43 49 W61 164 689

*Significant at the 05 level,
Sigaificant at the ,10 level,

The procedure for testing the market share and
competitive reaction hypotheses is similar to that used
in the primary demand case, Only the test results
are reported hercafter, The values of the statistics
are shown in Table 3,

Market Share Effects

The null hypothesis of series’ independence is re-
jected in only one case: the number of flights of airline
2has a strong effect on its market share, In combina-
tion with the previous findings, a tzniative conclusion
for flighti as a marketing instrumznt is that all three
airlines could increase passenger ssles by manipulating
flight service, but for different reasons: the two major
airlines drew upon ne 4 customers (or more frequent
purchases by current customers), whereas the smaller
airline cnuscd hmnd swuchlng by current users, These

and

)
further mslghl in cross- shnre flight elasticities and
competitive reactions,

There is no evidence that ad: g has a direct

Competitive Reaction Effects

The elements of the matrix R indicate the effect
(elasticity) of charges in one marketing mix variable
on another instrument within or outside the firm, In
total there are 30 possnhlc reactions, i.e., six |nlmﬁrm.
12 simple ive, and 12 multiple
effects, 4 prlan strong reactions are expected to exist
in the advertising decision making, because this vari-
able s not regulated, However, because the data plots
on flights show some common patterns, significant
reaction effects for this variable can also be expected.

‘The first category of reaction effects are intrafirm,
i.c., reflecting joint marketing decision making. Here,
the null hypothesis is rejected in one case (sce Table
3): udvertising decisions in firm 2 precede number
of flights, which indicates that this airline prepares
future changes in flight scheduling by advertising
messages, a managerially plausible policy. All other
ﬂlghl and advertising decisions appear to be made

impact on market share, Thus, one can tentatively
conclude that it did not have an impact on passenger
sales, in the absence of primary demand effects,

‘The results for the cross-share affects indicate that
the direct market share effect of firm 2's flights occurs
at the expense of firm 1, because the null hypothesis
is rejected for this case, This finding is another piece
of evidence of the lack of symmatry in this market,
In addition, airline 3's market share was subject to
advertising competition from the market leader, airline
1, although one expects this effect to be weak because
the other market shares did not sezm to be influenced
by Is advertising,'

"The case of A2 and  is marginul the overall chi square value
Isclose to the 10% threshold leveland one spike is barely significant,
Tne rcl.uinn!h\p was Included in the subsiquent structural model,

was nol rejecied,
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ly of one another,

The second category of reaction effects ave called
simple competitive, i.e., using the same marketing
instrument to react to competitive pressures on the
market, The null hypothesis of no effect is rejected
in several cases, First, there is strong evidence that
the numbers of flights of the two leading competitors
are related (o each other, Although Haugh's chi square
test is significant in both directions, it is not imme-
dintely obvious that there is two-way compelitive
reaction between these variables because only the
z2ero-lag - cross-correlation is  significant, Strictly
speaking the only valid conclusion is that these series
covary in some way, It is tentatively concluded that
there is a simultancous relationship between FI and
F3, subject to confirmation by an appropriate struc-
tural model,

As expected, the adverlising series nre strongly
related to each other, specifically 41 and A2, 41 and
A3, and A2 and A3, This result (possibly a two-way
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reaction, similar o the case of F1 and F3) idicates
that a system of simultaneous equations will be needed
determine the elasticities of thess st o

effects, Overall, the findings confirm (he classical
prnciples of oligopolistic decision making,

‘The last set of parameters for the extended LNB
modelare the multiple competitive reaction elasticities,
ie., the effects of changes in number of flights of
one firm on another firm's advertising and vice versa,
The conclusions are straightforward: the null hypothe-
sis of zero effect cannot be rejected in any of the
15 cases. This result considerably simplifies the com-
plexity of the matrix R and reduces the number cf
paramelers to be estimated,

In addition to the competitive reaction effects, the
levels of the marketing mix variables could also be
influenced by past sales or market share, i.e., the
feedback effect, These possibilities were examined
for each of the marketing decision variables by using
Haugh's test, No significant feedback effects were
found,

Parameterizing the Extended LNB Model

. The series of Haugh tests indicate which variables
have an impact on market response and competitive
activity, but they do not provide an accurate picture
of the lag structure in these relationships. Methodo-
logically the most complete way (o determine this
lag structure is by the following steps (see Haugh
and Box 1977).

1. Specify dynamic shock models on the ARIMA
residuals, i.e., structural models on the white-noise
ceries, based on the shape of the cross-correlation
functions,

2. Substitute the original variables for the ARIMA
residuals and work out the lag polynomials,

3. Parameterize the derived structural models on the
original variables.

This stepwise approach is (ime-consuming and
usually complicated because the substitution of the
ARIMA residuals by the original data creates long
polynomials. In the end, several simplifying assump-
tions are typically made to ensure that the ultimate
model can be estimated and is realistic for interpreta-
tion (see Hanssens 1980). For that reason, and also
because the time series in this application are short,
this methodological exercise is not undertaken, In-
stead, the loglinear models reflect a simple, market-
ing-plausible dynamic structure such as instantancous
effects of number of flights on passengers and short
lags in the response to advertising, In addition, the
time series patterns in the residuals are modeled when
they are not white noise,

The model for primary demand includes FI and
F3and seasonal dummy variables, An overall indicator
of business activity (GNP) and the one-way air fare
in coach class (FARE) are added as explanatory
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variables, The fact that the two flight variables are
highly contemporancously correlated causes an es-
timation problem, Two solutions are proposed: lagging
one of the flight variables by one quarter or taking
their sum as a variable (F), which assumes that their
primary demand elasticities are equal, The results
follow.

Ge) PD = ™ FIX F3 GNP FARE™
(1520) (084) (067) (2765  (.146)

S0 e

(029)  (028) (0%9)
(R = 788, DW = 1.413)

(3b) PD= @™ X GNP FARE;™

(1.530) (054) (293)  (152)

Pl T ]

@) (@) (02)
(R =135, DW = 1,682)

Because the estimate of the elasticity of F (,258) is
more than one standard deviation away from the
estimate of the elasticity of F3 (.114), equation 3a
is selected,

The estimation of market share elasticities s simpli-
fied by the fact that nonmarketing exogenous variables
can be omitted (as these factors usually are assumed
to affect all competitors alike), Although the loglincar
market share model does not guarantee the satisfaction
of the range and sum constraints on the dependent
variables, it is used here for the purpose of parsimony
and because the three airlines do not make up the
entire market for the city pair. Because the OLS
residuals were AR(1), the SAS procedure AUTOREG?
was used (o estimate the parameters;

(a)  ml, = e g g g et
(133) (037) (047) (A7) (1S3)
(R = 586)

@b)  m2 = MR g gy,
(.284) (079) (.064) (064) (121
(R'=.197)

(o) md = ™A g g -y

*The standard errors of the least-squares estimales are given
in parentheses, All coefficients are significant at = 010 or better
unless otherwise indicated,

*AUTOREG s a noalincar estimation procedure developed by
Gallant and Goebel (1975), The method first estimates OLS regres-

i ients, Nex, thy the residu-
als are estimated. Finally, the data arc transformed by a linear
combination of the AR parameters and the model is reestimated,
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(.165) (.024)(,054) (,053)
(R 553)

Last, the parameters of the reaction functions for
flights and advertising must be estimated. For the
case of number of flights, recall that only » con-
temporaneous cross-correlation between Fl aad F3
was found to be significant, This is one case. where
Granger's causality definition and, conscquently,
Haugh's test does not yield conclusive evidence. The
proposed solution is to hypothesize that the effects
between FI and F3 are bidirectional, i.e., a truly
simultaneous relationship exists, The hypothesis is
tested by parameterizing the model

Fl,=f(F3, X1)
F3,=/(F1, X,

(132)

where X1 and X2 are exogenous variables necessary
to make the model identified, In the absence of
seasonal, multiple competitive reaction, or feedback
effects, lagged flight valucs were selected as predeter-
mined variables, The model was estimated by two-
stage least squares because there was no significant
correlation among the two equations’ residuals,

Po= e g g
J :

A (o) (00

LOERCA (T i

“n (08 (20

where an asterisk denotes nonsignificant coefficients,

This model, as well us several versions of it using
different time lags, indicates that the competitive
reaction goes in only one direction; flights of airline
| are influenced by changes in flights of airline 3,
In addition, the lagged flight coefficients are highly
..15mﬁcanl which indicates that flight decision making
is rather conservative and definitely not as volatile
au the advertising expenditures,

Second, a model for the interdependencies in adver-
lising decision making is developed. The procedure
is very similar to that used in the case of flights with
one exceplion: the model for advertising is necessarily
recursive because competitors have no knowledge
about each others’ advertising expenditures until sev-
eral quarters after the fact. As a result, the parameters
can be estimated by ordinary least squares. The
equation for Al also includes an AR(3) parameter
on the residuals, The final model follows,

A

Aly= @M g ey (R = .179)
(928) (137) (154)

A= oM (R'= 039, DW = 1.535)
(1436) (215
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A= &M ALS A2 (R = 303, DW = 2.215)
(1.081) (.160) (.140)

Although all the coefficients have the expected siga,
only the effect of A2 on llue other advertising h\ldgc.a
is statistically confirmed. * It shows that the nglesslvc
airline 2, even though it is the smallest competitor,
is the advertising leader in this market,

Last, the intrafirm relationship between advertising
and number of flights for airline 2 is parameterized.
The coordination between flight levels and advertising
dollars in this firm appears to occur primarily with
a one-quarter lag,

-
(294) (04 (097)

All the nonzsro coefficients in equation 2 have now
been estimated and the extended LNB model is fully
specified,

-ty

(R*=313)

Results

The fully paramelcrized equation 2 contains many
zero elements and none of the reaction matrix parame-
texsare multiplied with nonzero crose-share elasticities
orprimary demand elasticities. Asa result, the ultimate

sales elasticities are found directly by adding the direct
share and primary demand elasticitics.
e = 200 + 0 =200
ean=0 +0 =0
ean= 0 + 329 =309
ton=0 + 0 =10
= M + 0 =114
eon=0 + 0 =0

These findings indicate, as noted before, that number
of flights affects passenger levels positively, although
with decreasing returns to scale. The reasons for this
positive effect arc market expansion in the case of
the two major carriers and competition in the case
of the smaller airline. There is no evidence, however,
that advertising has a direct impact on market share
or total industry demand. Consequently, it has no
influence on number of passengers.

In addition to these conclusions about sales re-
sponse, the model gives interesting insights into the
nature of competition in this market. The complete
matrix of reaction elasticities is shown in Figure 2.

“This means that the two-way reaction in advertising between
2 and 3 is rejocted in favor of a onc-way cffect from 2 to 3,
‘whichis consistent with the 1:me series test. However, the nonsig-
ml’ icant AI cozlﬂmm in the equation for A3 is in conflict with

1l Aland A3 respond

to A2,
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Figure 2

FlL Al F2 AR F3 A3
F1 i 1 0 0 0 0 o )
A 01 0 0 o0 o0
F2 00 1 0 0 o0
A 0 .37 07 1 0 .37
F3 80 0 0 1 0

A L0 0 0 0 0 1
L. -

Although there are only four nonzero elasticities, the
matrix indi i ition in marketing
decision making, The two major airlines compete
primarily on the basis of flight scheduling, In addition,
they respond to changes in airline 2's advertising
efforts, Because advertising does not havea significant
impact on passenger sales, this sequence of reactions
could lead to escalation of advertising budgets, as
in some of the markets analyzed by Metwally (1978),
In this case, however, that is not necessarily true
because the advertising leader coordinates its promo-
tional efforts with changes in flight scheduling, As
the number of flights of this airline is a highly competi-
tive instument, it is managerially mcaningful for the
\Wo major carriers to defend their market positions,
However, they would be more successful in doing
s0 by using flight scheduling more than advertising,
This conclusion is substantiated by observing that
airline 2's market share gradually increased during
the study period at the expense of the larger competi-
tors,

‘The findings of this study can be compared with
those of Schuliz (1971), although the city pairs and
time periods are different, Schultz’ conclusion that
fight scheduling is the most effective marketing in-
strument is confirmed; however, the present study ex-
plains the reasons for this high effectiveness by making
the distinction between primary demand and competi-
tive effects, A similar comparison can be made for
advertising which s also found to bt a weak marketing
variable in Schultz” study. Finally, the present study
examines compelitive behavior at the individual firm
level, whereas Schultz estimates “flight share” and
“‘advertising share” equations which are, by defini-
tion, at a more aggregate lovel; the only implied
competitive behavior in his study is a positive lagged
market share effect on flight share. Unfortunately,
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direct parameter comparisons cannot be made between
the two studies, except for the price elasticities on
primary demand: about unity in Schultz" work versus
less than .4 in this study. This difference probably
can be explained by the fact that the route in this
study is much shorter (and less expensive) than the
route in Schultz' city pair, Overall the two reports
are nol in conflict, but the present analysis gives more
information on market and competitive behavior,

CONCLUSIONS

The purpose of this article is twofold: to preseat
a framework of market analysis which specifically
models primary demand, competilive rcaction, and
feedback effects, and to introduce principles of time-
series analysis in conjunction with standard econo-
metric model building for using this framework,

To achieve the first objective, mathematical models
by Clarke and by Lambin, Neert, and Bultez. are
extended, Although no claim is made that the resulting
model is necessarily the “best” (i.c., produces the
best fit with the data), it makes several useful market-
ing theoretical contributions, Most importunt is the
fact that the model makes a sharp distinction between
market-expansive and competitive effects of the mar-
keting mix variables, In addition, it is shown how
competitive reactions can have 4 major impact on
the effectiveness of the markeling variables, For
example, even though a marketing variable muy posi-
tively affect market share, if it does not have primary
demand effects, its impact on sales can be self-cancel-
ing, depending on the nature of competitive reactions,
Because the model s built at the level of the individual
firm, these and other conclusions can be made at
a more disaggregate level than was done in prior
research,

The second objective in this study is justified by
the fact that there are few theoretical premises to
rely on in analyzing responsc and competitive behavior
in real markets, As a resull, empirical analysis must
be used to discover how specific markets work and
why market shares have evolved to their present levels,
Because longitudinal data are needed for this type
of assignment, the author argues that principles of
time-series analysis can be uced to gain insight into
the structure of the market snd its competitive decision
making. The need for time series analysis is inversely
related to the amount of prior knowledge about the
market, For example, the researcher who knows from
management how advertising budgets are set has little
need for these techniques for the specification of an
advertising decision function, However, in most cases
there s little or no prior information because competi-
tive data are not easily obtained,

The two objectives are fully illustrated in the devel-
opment of a model for a city pair in the domestic
air travel market, Even with a limited data base the
systematic analysis proposed in the first section gives
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a clear, nontrivial description of the market and the
outcomes of competitive decision making. The analysis
uses several research components, such as the
Schultz-Wittink conditions fer primary demand versus
competitive effects, univariate Box-Jenkins analysis,
multiple time-series medeling, and econometrics, As
a result, the research s relatively time-consuming and
requires training in vavious methodological techniques,
At this time the contributions of ihe approach are
primarily academic, but it is hoped that, with rapid
advances in time-series analysis and the availability
of more and better market data, further research in
thisarea will be stimulated toa point where the theories
and methods give a full understanding of the mecha-
nisms of markets,
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APPENDIX A
ARMA AND DYNAMIC STRUCTURAL
MODELS

The application of time series tests on structural
models has caused some controversy and not all of
the relevant issues have been completely resolved to
date (see, for example, Brunner and Meltzer 1979),
The most important question is probably whether or
not the filters for removal of intrastructure could
“acci affect an existingi well,
i.e., ““the baby would be thrown out with the bathwa-
ter” and the rescarcher would face problems of
“‘spurious independence.” First, this question is an-
swered from time series theory,

Let us assume that X affects ¥ in the following
dynamic system,

(A 2= +0(B)6™ By,

where x, and , are stationary time series of X and
Y, B(B) = response parameter set, which could be
rational, and ¢(B), 0(B) = AR and MA components
of the noise ¢, which is assumed indendent of x,,

Now, x, follows the ARMA process ¢, (B) X =
0, (B) a,,, so the dynamic structural form (41) can
be written in final equation form as:

2= BB, (B) 4. (B)a,, +0(B) 4™ (B)e,
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or
(A) (B 6(B)y, = BB)O, (B é(B)a,
+0(B)d, (B)e,

The final equation (A2) is in ARMA form: the left
sideisan AR process, whereas the right side represents
the sum of two MA processes which is also MA (see
Palm 1977). The finding that the final equations of
a linear dynamic structural model are in ARMA f orm,
first shown by Quenouille (1957), has three important
implications,

1, 1t shows that ARMA models are not nive, mechani-
cal forecasting models but that they are intrinsically
related to econometric models,

2. The final equations impose restrictions on the AR
process of endogenous variables, & point which has
beenllustrated at length by Zellner and Palm (1974),

3, 1f X explains Y, then its ARMA residual a, will
also explain a,: let y follow the ARMA process
¢, (B)y,=0,(B) a,, then its substitution in equation
A2 yields:

3,(Bya, = B(B)0,(B) §(B)a, + 0(B) b, (B)e,
or
a,=BB)0,0)0,"(B) d(h)a,
+0(B) ¢.(B) ﬂ"' (B)e,.

The question of spurious independence also needs
tobe examined from a practical, empirical standpoint.
Here the crucial element is whether or not the assump-
tion that time series variables can be represented as
stochastic processes holds for a given application, In
classical econometrics, such an assumption is usually
not made, at least not for the exogenous variables
in a system, If the assumption is false, spwious
independence could occur, For example, if a deter-
ministic trend in X “‘causes” a deterministic trend
in ¥, the time series of Xand ¥ would be nonstationary
and—ceferis paribus—ARIMA modeling would re-
move the trend and possibly yield uncorrelated white-
noise residuals, But in this event, future values of
¥ could be predicted just as well from past ¥ alone
as from past Y and X, so in the Wiener-Granger
framework X would not cause Y, A judicious use
of this powerful method is recommended. In particular,
theoretical insights should be used in the selection
of the information set; then, if Yule's philosophy of
time series i appropriate, the methods discussed can
be applied safely, In the end the researcher will avoid
the two extremes of “theory without measurement”
and “measurement without theory,”



