
that is based on only quarterly data but that includes extra information
about the real oil price and real interest rate.

V. Conclusions

Our results suggest that a relatively simple, nonlinear, nonparamet-
ric estimation method provides superior short-term and moderate-term
forecasts of unemployment rates in the long run. Our forecasting
model is an extension of the familiar nearest-neighbor method where
the forecasts are based on the higher-dimensional nearest neighbors
composing a simplex containing the point we wish to forecast. This
extension results in a substantial improvement of the model’s
forecasting performance over the nearest-neighbor approach. One
explanation for this improvement could be the reduction in bias due to
centering by using a simplex rather than just the nearest neighbors
(which could all be on one side of the point we wish to forecast).
Additional research is required to explain why the nonparametric
model equals or dominates structural and other economic-theory
models that use more information.

One possible explanation for the forecasting superiority of our
highly nonlinear, nonparametric approach is that traditional, relatively
simple time series models as well as the more complex econometric
models cannot capture the high dimensionality and very nonlinear
structure of the true system. Economists do not know the exact
dynamical structure generating the unemployment levels. Conse-
quently, it is difficult to build reasonable structural models. The
nonparametric approach does not require that we understand the
structure exactly.
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QUALITY OF THE BUSINESS ENVIRONMENT VERSUS QUALITY OF LIFE:
DO FIRMS AND HOUSEHOLDS LIKE THE SAME CITIES?

Stuart A. Gabriel and Stuart S. Rosenthal*

Abstract—This paper develops a new measure of the quality of business
environment that complements existing measures of the quality of life. An
annual panel of these measures is constructed and analyzed for 37 cities
from 1977 to 1995. Findings indicate that many cities attractive to firms

are unattractive to households, and vice versa. In addition, the size of a
city’s workforce increases with improvements in the quality of the
business environment. In contrast, cities most likely to be dominated by
retirees are those that are less attractive to firms. Additional specifi-
cations support theoretical arguments that retirees are drawn to cities
in which local attributes are capitalized into lower wages rather than
higher rents.

I. Introduction

IN October 2002, Money Magazine (2002) rated Portland, Oregon as
the best place to live in the United States. A few years earlier, Places

Rated Almanac (Boyer & Savageau, 1985, 1989, 1993) gave that
distinction to Pittsburgh, a city once known for its aging steel industry
and poor air quality. Analogous rankings are also published on the best
places to do business. In May 2002, Forbes (2002) ranked San Diego
as the city with the best business environment in the United States. Do
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these rankings suggest that households and firms favor different
cities? If so, what are the implications for the growth and character of
individual metropolitan areas?

This paper explores these and related questions. In so doing, we
emphasize that both households and firms are consumers of city-
specific attributes. However, because households and firms differ in
their objectives—utility versus profit maximization—they likely dif-
fer as well in their valuation of the set of attributes that characterize
a given metropolitan area (denoted QH for households and QF for
firms). Moreover, changes in QF shift the labor demand curve of a
city, whereas changes in QH shift the labor supply curve. These shifts
affect land rents, wages, and the distribution of population across
cities.

Our ability to examine these relationships requires measures of
metropolitan quality of life and quality of business environment.
Unfortunately, current media and academic measures fall short. On
the media side, the most important shortcoming is that rankings of city
quality are largely ad hoc. On the academic side, considerable
progress has been made in measuring urban quality of life (see, for
example, Roback, 1982; Blomquist, Berger, & Hoehn, 1988; Gyourko
& Tracy, 1991; Kahn, 1995; Gabriel, Mattey, & Wascher, 2003).
Nevertheless, the literature has not provided an analogous measure of
how firms value metropolitan attributes. In addition, most studies have
been static in nature (for example, Blomquist et al., 1988; Gyourko &
Tracy, 1991). This has largely precluded study of changes in urban
quality measures over time and of the relationship between urban
quality and the distribution of population across cities. Also, existing
studies take into account only a subset of the attributes that contribute
to the quality of life and quality of business environment in a
metropolitan area.

To address these limitations, we extend the existing literature in
several ways. First, we develop and estimate a measure for QF that is
grounded in economic theory. Second, we use metropolitan fixed
effects to control for local attributes when estimating the value that
agents place on the opportunity to locate in a given city: this enables
us to control for the entire package of city-specific attributes. Third,
we rank cities according to household and firm preferences, whereas
prior studies have only considered household valuations. Finally, we
construct an annual panel of QH and QF measures for 37 U.S. cities
over the 1977–1995 period, the first such panel of its kind. This
enables us to analyze the relationship between QH, QF, and the
distribution of population across cities over time. We proceed now to
the details.

II. Quality of Life and Quality of the Business Environment

A. Conceptual Measures

As in the existing quality-of-life literature (for example, Blomquist
et al., 1988), we adopt an open city model with identical mobile
workers and firms. Spatial equilibrium requires that worker utility (u)
and firm profit (�) be equal across metropolitan areas ( j � 1, . . . ,
J):

u� � u�wj, rj�Aj� (1)

and

�� � ��wj, rj�Aj�. (2)

In these equations, wj is the wage in city j relative to a given reference
city, for which the wage is normalized to 1. Similarly, rj is the land

rent in city j relative to the reference city, for which the land rent is
also normalized to 1. The vector of attributes that describe city j is
given by Aj, and u� and �� are the equilibrium levels of utility and profit
in the system of cities.

Equations (1) and (2) can be solved for the equilibrium wages and
land rents in each city (see Blomquist et al., 1988; Gyourko & Tracy,
1991). Holding Aj constant in city j, the iso-utility curve u� j traces out
the set of wages and land rents that satisfy equation (1) for city j: this
function is upward sloping because higher wj must be offset by higher
rj. The isoprofit curve in city j, �� j, traces out the set of w and r that
satisfy equation (2): this function is downward sloping because higher
w must be offset by lower rj. The intersection of u� j and �� j yields w*j
and r*j for all j, . . . , J, the wages and land rents in each city.

Prior studies have also shown that metropolitan equilibrium wages
and land rents can be used to measure workers’ urban quality of life.
However, no such measure has been provided for firms. Accordingly,
we rewrite the profit function in equation (2), separating total revenue
and total cost, as

��wj, rj�Aj� � xq � xc�wj, rj�Aj�,

where q is the product price, x is the output, and c(wj, rj�Aj) is the cost
function. Totally differentiating the indirect profit function along an
isoprofit curve, rearranging, and applying Shepard’s lemma, we have



cA

cw
�

L*j
N*j

drj

dAj
�

dwj

dAj
. (3)

In this expression, 
cA/cw is the ratio of the impact on production
costs from a unit change in A to that of a unit change in labor, or
equivalently, the additional input cost a firm is willing to incur in
exchange for a unit increase in A. Note also that L*/N* is the optimal
amount of land per worker. Normalizing this value to 1 and premul-
tiplying both sides of equation (3) by Aj, we get

QFj � rj
F � wj, (4)

where rF is the quality-adjusted rent of commercial and industrial
land. This expression describes the additional input costs firms are
willing to incur to locate an additional worker in city j relative to the
reference city. We refer to QF as the quality of business environment.

An analogous expression for workers is obtained by starting with
the indirect utility function and applying Roy’s identity. With suitable
manipulations (see Blomquist et al., 1988, or Gyourko & Tracy,
1991), this yields the workers’ urban quality of life, where rH is the
quality-adjusted rent on residential land and QH is the amount of real
wage families would be willing to give up to live in city j:

QHj � rj
H � wj. (5)

B. Empirical Measures of QH and QF

Estimates of the city attribute valuations are constructed as follows.
As in Blomquist et al. (1988) and Gyourko and Tracy (1991), the
wage and building rent for individual i, city j, and year t, are specified
as

log wijt � �w0t � �w1tZijt � �wjtDijt � uwijt (6)

and

log rijt � �r0t � �r1tXijt � �rjtDijt � urijt, (7)
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where Zijt controls for worker traits and Xijt controls for characteristics
of the buildings.1

As noted earlier, prior studies augment these regressions with
city-specific attributes. That approach, however, is both data-intensive
and at risk of omitting important local attributes. As an alternative, we
control for metropolitan area attributes by including metropolitan
fixed effects for each city, Djt, in equations (6) and (7). Having
controlled for the observable quality of the worker’s skill level and the
building’s structural attributes through Z and X, the estimated fixed
effects (�wjt

and �rjt
) reflect all remaining location-specific attributes

that affect intermetropolitan variation in wages and property values at
time t. This includes traditional descriptors of a city, such as air
quality, crime, and the like, as well as aggregate characteristics of the
population and housing stock not directly captured by Z and X. These
latter features are also attributes of the city and for that reason do not
obscure interpretation of the results.

Equations (6) and (7) are estimated separately for each time period.
This yields a panel of estimated fixed effects, �wjt

and �rjt
, that are

used to construct quality adjusted wages and rents as follows:

wjt �
�wjt

�Djt
� �̂wjt exp��̂w0t � �̂w1tZ� jt � �̂wjtD� jt� (8)

and

rjt �
�rjt

�Djt
� �̂rjt exp��̂r0t � �̂r1tX� jt � �̂rjtD� jt�, (9)

where Z� , X� , and D� are fixed at reference values such that the only
variation in wjt and rjt is through �̂wjt

and �̂rjt
. Substituting into

equations (4) and (5) yields QHjt and QFjt for each city and year.

1 In the actual regressions, wage regressors included age and age squared
of the worker and spouse, white versus nonwhite, number of children
under age 6 in the family, and number of children between ages 6 and 18
in the family. In addition, each of the age variables for both the individual
and spouse were separately interacted with four education categories: high
school degree, some college, 4-year college degree, and more than a
college degree, where less than high school was the omitted category. Rent
regressors included whether the unit was single-family detached, attached,
or multifamily; number of rooms; number of bedrooms; presence of a
garage; presence of a basement; number of bathrooms; central air condi-
tioning; room air conditioning; central heat; abandoned buildings on the
street; age of building; whether HUD characterizes the building as being
dilapidated; and central city status.

TABLE 1.—1977 TO 1995 AVERAGE VALUES OF QUALITY OF LIFE AND QUALITY OF BUSINESS ENVIRONMENT*

Metropolitan Area

Quality of Life (QH) Quality of Business Environment (QF)

Rank Avg. 77–95 Avg. 77–95 Stnd. Err. Rank Avg. 77–95 Avg. 77–95 Stnd. Err.

Miami 1 7990 719 34 
4644 719
San Diego 2 5247 761 10 3551 761
Los Angeles–Long Beach 3 4851 642 5 5962 642
San Francisco 4 4420 752 2 10529 752
Tampa–St. Petersburg–Clearwater 5 3802 746 37 
7044 746
New York 6 3533 642 7 5141 642
Albany-Schenectady-Troy 7 1786 898 28 
2356 898
Greensboro–Winston-Salem–High Pt. 8 1558 812 35 
4829 812
Sacramento 9 1250 849 18 843 849
Norfolk–Virginia Beach–Newport News 10 686 865 30 
2548 865
Seattle-Bellevue-Everett 11 
7 761 6 5146 761
Denver 12 
114 728 15 1775 728
Newark 13 
141 717 3 8340 717
San Jose 14 
603 794 1 13187 794
Minneapolis–St. Paul 15 
959 722 12 2741 722
Fort Worth–Arlington 16 
1052 788 31 
3150 788
Birmingham 17 
1109 862 36 
6129 862
New Orleans 18 
1219 843 25 
1153 843
Chicago 19 
1448 647 8 3997 647
Indianapolis 20 
1580 876 33 
3509 876
Rochester 21 
1593 829 16 1450 829
Pittsburgh 22 
1718 733 29 
2365 733
Dallas 23 
1753 708 20 114 708
Columbus 24 
1789 781 26 
1595 781
Washington, DC 25 
1916 656 4 7579 656
Milwaukee-Waukesha 26 
2444 781 14 1859 781
Philadelphia 27 
2471 664 13 2570 664
Baltimore 28 
2519 739 11 3137 739
Cincinnati 29 
2743 759 23 
801 759
Atlanta 30 
2785 730 19 196 730
Cleveland-Lorain-Elyria 31 
2796 730 21 90 730
Akron 32 
2928 915 27 
1872 915
Kansas City 33 
3056 744 32 
3472 744
Houston 34 
3082 689 22 
651 689
St. Louis 35 
4118 774 24 
939 774
Gary 36 
5982 1173 17 1206 1173
Detroit 37 
8589 671 9 3645 671

*The Q averages were formed using every other year of the data beginning in 1977 to reduce spurious correlation when calculating the standard errors as discussed in the text.
All values are in 2002 dollars. Rank 1 is best; rank 37 is worst.
Differences in QH reflect the amount a household values one city over the other. Differences in QF reflect the amount a firm values one city over the other, per worker.
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III. Data

Data for the wage and rent hedonic regressions were obtained,
respectively, from the March files of the Current Population Survey
(CPS) and the American Housing Survey (AHS) for 1977 to 1995.2

Using these data, Z� , X� , and D� in equations (8) and (9) were set equal
to their 1980 sample means, the same reference point used by
Blomquist et al. (1988) and Gyourko and Tracy (1991). The wage
variable in equation (6) is the total annual salary earnings of the
worker. Because data on commercial rents were unavailable, for
equations (7) and (9) residential rents from the AHS were used in
constructing both QH and QF.3 Rents were calculated based on gross
rents for renter-occupied units and owners’ estimates of house value
for owner-occupied units. Owners’ house values were further con-
verted to annual rents using Peiser and Smith’s (1985) discount rate of
7.85% as in Gyourko and Tracy (1991) and Blomquist et al. (1988).
Sample sizes vary across data sets and years of analysis.4 As an
example, in 1978, the AHS and CPS samples used for the hedonic
regressions had 23,734 and 13,981 observations, respectively. In total,

38 hedonic regressions were run, results from which are not presented
to conserve space.

Population data for cities in the hedonic regressions were obtained
from Census Department publications, including the State and Metropol-
itan Area Data Books and the Statistical Abstract of the United States.
The data were collected on the county level and aggregated to compute
metropolitan area population levels (based on 1993 Census definitions of
the metropolitan areas). From these sources, a balanced panel of the key
series was constructed for 37 cities from 1977 to 1995.5

IV. Metropolitan Rankings of Quality of Life and
Quality of Business Environment

Table 1 reports quality of life and business environment measures
for each of the 37 cities over the 1977–1995 period. All values are in
2002 dollars and equal the average of the city-quality measure, using
every other year in the sample. Biannual averaging simplifies con-
struction of the standard errors, because the CPS sample turns over
entirely every 2 years, as do the occupants of many homes in the AHS
sample.6 Accordingly, standard errors in table 1 equal 1

10
[Var

(Q1977) � Var (Q1979) � . . . � Var (Q1995)]1/ 2, with the covariance
terms across years set to 0, whereas the variance of Q in year t is
calculated from the estimated covariance matrix for the hedonic
fixed-effect coefficients from that year.

Observe that the range in estimates for QH from lowest to highest
is roughly $16,500, and the interquartile range (from 25th to 75th
percentile) is $4,400. These values are close to those of Gyourko and

2 Whereas the CPS data were obtained annually for each year from 1977
to 1995, the AHS data were available on an annual basis only for the years
from 1977 to 1983. After 1983, Census collected the AHS data on a
biannual basis. To fill in the missing years, quality-adjusted building rents
were linearly interpolated from the adjacent years.

3 This is consistent with the Commerce Department practice of using
residential price indices to estimate the price deflators for both residential
and nonresidential real estate in the National Income and Product Ac-
counts (NIPA).

4 To be included in the wage sample, an individual needed to be a
full-time worker earning in excess of $1,000 per year. When estimating
the rent hedonic, excluded from the housing sample were mobile
homes, public housing units, rent-controlled units, and other government-
subsidized units. In both cases, to be included in the sample an
observation (individual or housing unit) had to be located in an
identified MSA.

5 In the 1970s, the CPS identified only the 39 largest cities in the United
States. Two of these cities were dropped because their population could
not be measured within a fixed set of geographic boundaries over time.

6 Most renters move within 2 years of arriving in their home; homeown-
ers are less mobile.

FIGURE 1.—QUALITY OF LIFE (2-YEAR MOVING AVERAGE), QH

Vertical scales correspond to the closest city in the legend and differ across plots.

FIGURE 2.—QUALITY OF BUSINESS ENVIRONMENT (2-YEAR MOVING AVERAGE), QF

Vertical scales correspond to the closest city in the legend and differ across plots.
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Tracy (1991).7 In both studies, older industrial cities such as Detroit,
Kansas City, Baltimore, Cleveland, Cincinnati, Gary, and Akron were
ranked among the lowest-quality-of-life metropolitan areas, whereas
warmer coastal cities such as Miami, San Diego, San Francisco, San
Jose, Sacramento, and Los Angeles were among the highest-quality-
of-life cities. Finally, although the standard errors in table 1 are large
enough to make precise ordering of closely ranked cities uncertain—
especially in the middle quartiles of the rank distribution—they are
small enough to confidently order most of the cities.8

A striking result emerges when comparing household and firm city
valuations. Many of the cities less attractive to households are more
attractive to industry. Detroit, for example, was ranked 37th by house-
holds but was ranked 9th by firms. Conversely, Miami was ranked 1st by
households but 34th by firms. In addition, the correlation between the QH

and QF values in the table is roughly 5%. These findings suggest that
firms and households often prefer different cities, consistent with the
different goals of the two groups.9 Moreover, these findings suggest that
for a city to grow large, either households must want to live in the city
(pushing labor supply out, as in Miami), or firms must want to do
business in the city (pushing labor demand out, as in Detroit), or both (as
in New York, San Francisco, and Los Angeles).

V. Metropolitan Quality and the Size and
Composition of Cities

This section explores the relationship between urban quality and
the size and composition of cities. In this context, city size is
measured by the log share of workers in city j, or log (Nj/Nsys), where
Nj is the number of workers in city j and Nsys is the number of workers
in the system of 37 cities. City composition is measured by the log
share of retirees less the log share of workers, or log (Rj/Nj) 
 log
(Rsys /Nsys), where Rj/Nj is the retiree-worker ratio in city j and
Rsys /Nsys is the ratio over all cities.

Figures 1 through 4 plot the key series for six cities over time.
The patterns for these cities are characteristic of the remaining
cities. Plots for all of the cities are provided in an earlier version
of the paper available over the Web.10 Note that the quality series
display little trending (figures 1 and 2), whereas the worker share
series are strongly trended (figure 3), and the retiree-less-worker
share series are moderately trended (figure 4). We also check each
of the individual series for all 37 cities for unit roots, using
augmented Dickey-Fuller (ADF) tests allowing for trends in each
of the series. In most cases, results fail to reject the null of a unit
root, implying that the series are I(1). It should be emphasized,
however, that these tests have low power, especially given that we
only have 19 time periods for each series.11 Bearing that caveat in
mind, evidence that the series are I(1) is consistent with theoretical
arguments that as a city grows larger relative to other areas, it gains
a comparative advantage because of urbanization economies, and

7 Gyourko and Tracy (1991) report values of $18,099 and $3,265
(adjusted to 2002 dollars) using 1980 Census data.

8 The comparisons with Gyourko and Tracy (1991) above are based on
the second model in table 3 of their paper: “Random Effects, Group
Effects Included.” That model is the closest to the approach used here.
Note, also, that the median standard error of QH and QF across individual
cities and years in our sample was $2,640, which is also close to standard
errors in Gyourko and Tracy (1991) adjusted to 2002 dollars. In contrast,
the smaller standard errors in table 1 are obtained because of the larger
sample sizes used to calculate the biannual average values.

9 These patterns also persist over time. We regressed the biannual
averages for QH and QF over the 1987–1995 period on their corresponding
biannual averages from the 1977–1985 period. The coefficients on the
lagged variables in the QH and QF regressions were 0.866 and 1.07,
respectively, with t-ratios in excess of 10 and R2 values above 0.7.

10 See http://www.maxwell.syr.edu/econ/econ_working_paper_series.htm.
11 The ADF tests were conducted separately for each series in each of the

37 cities. Each test includes a constant, a time trend, and one lag of the
dependent variable and is based on 19 time periods. For each series, the
number of cities for which the null of a unit root could be rejected at the
10% level is: for QH, two cities; for QF, five cities; for r, no cities; for log
(city worker shares), five cities; and for log ([city retiree share]/[city
worker share]), nine cities.

FIGURE 3.—WORKER LOG-POPULATION SHARES

Vertical scales correspond to the closest city in the legend and differ across plots.

FIGURE 4.—RETIREE LOG-POPULATION SHARE MINUS WORKER LOG-POPULATION SHARE

Vertical scales correspond to the closest city in the legend and differ across plots.
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therefore grows larger still (see, for example, Helsley & Strange,
1994).

Table 2 presents results from regressions of the population series
on QH and QF. For each dependent variable, several different speci-
fications are presented to check robustness. Model I pools the time
series and cross-section data and estimates by OLS. Model II adds city
fixed effects. Model III also adds year fixed effects, and model IV
replaces the year fixed effects with city-specific time trends.12 In all
cases, the coefficients of QH and QF are constrained to be alike across
cities. It should also be emphasized that our primary goal in presenting
these alternative specifications is to establish robustness with respect
to the signs on the slope coefficients in the models.

Before examining the results, it is desirable to highlight the
reduced-form nature of the worker share regression, as this has
implications for priors governing the model coefficients. On the one
hand, labor supply and demand shift out in response to improvements
in QH and QF, respectively. This implies a positive relationship
between urban quality and city size. On the other hand, a large
literature on agglomeration economies (for example, Glaeser et al.
1992; Henderson, Kuncoro, & Turner, 1995; Eberts & McMillan,
1999; Rosenthal & Strange, 2003, 2004) suggests that city size lowers
production costs. That, in turn, would cause QF to increase. Unam-
biguously, therefore, we anticipate a positive relationship between
worker shares and QF. In contrast, priors governing the manner in which
households view city size are less clear. Larger cities offer cultural

amenities, but also congestion, crime, and related problems. Accordingly,
the relationship between worker shares and QH is ambiguous.

Results in the top panel of table 2 are consistent with these
priors, where the dependent variable is the log of city worker
shares. For each model specification, the coefficient on QF is
positive and significant. In contrast, the coefficient of QH varies in
sign across model specifications. Given evidence of trending be-
havior in the worker share series in figure 3, model IV not
surprisingly provides the closest fit to the data, as indicated by the
lowest root-mean-square error.

Consider next city composition. It seems unlikely that the ratio of
retirees to workers has much effect on QH and QF. Accordingly, the
city composition regressions are interpreted as shedding light on
whether there is a causal effect of QH and QF on the log ratio of
retirees to workers. Because firms compete for space with retirees—
causing housing prices to rise—without offering retirees direct pecu-
niary compensation (such as wages), we expect an increase in QF to
diminish the presence of retirees relative to workers. However, the
influence of QH is ambiguous once more, because both workers and
retirees prefer attractive (high-QH) cities, ceteris paribus.

Once again, results in table 2 support the priors. In the middle panel
of the table, observe that for all four models, QF has a negative and
highly significant effect on the presence of retirees relative to workers.
In contrast, the coefficient of QH varies in sign and significance across
the models.

As a final exercise, the bottom panel of table 2 repeats the city
composition regressions, replacing QF with land rents (r). The dis-
cussion above suggests that retirees prefer high-quality-of-life cities
after controlling for land rents, and that high land rents should
discourage retirees from locating in a city. Observe that for all four

12 We also estimated each of these models a second time, including one
lead and one lag of the first difference of each of the slope variables to
control for serial correlation over time, as discussed by Saikkonen (1991).
Results from these specifications were largely similar to those in table 2
and are not presented to conserve space.

TABLE 2.—METROPOLITAN QUALITY AND CITY SIZE

QH QF r
City Fixed

Effects
Year Fixed

Effects
City Time

Trends Adj. R2 Root MSE Obs.

Log worker sharea:
Model I 3.72 10.01 — No No No 0.137 0.592 703

(2.76) (10.6)
Model II 
0.887 0.512 — Yes No No 0.991 0.059 703

(
2.57) (2.19)
Model III 
0.910 0.699 — Yes Yes No 0.991 0.059 703

(
2.56) (2.68)
Model IV 1.09 1.33 — Yes No Yes 0.999 0.012 703

(10.7) (16.2)
Log retiree share 
 log worker sharea:

Model I 3.29 
2.32 — No No No 0.106 0.236 703
(6.14) (
6.15)

Model II 
0.386 
0.668 — Yes No No 0.960 0.050 703
(
1.32) (
3.38)

Model III 
0.650 
1.61 — Yes Yes No 0.966 0.046 703
(
2.38) (
8.03)

Model IV 
1.15 
1.46 — Yes No Yes 0.996 0.016 703
(
10.08) (
15.8)

Log retiree share 
 log worker sharea:
Model I 5.61 — 
4.64 No No No 0.106 0.236 703

(9.07) (
6.15)
Model II 0.282 — 
1.34 Yes No No 0.960 0.050 703

(1.22) (
3.38)
Model III 0.962 — 
3.22 Yes Yes No 0.966 0.046 703

(4.26) (
8.03)
Model IV 0.309 — 
2.92 Yes No Yes 0.996 0.016 703

(3.83) (
15.8)
aWorker log population share equals log (Nj/Nsys), where Nj and Nsys are the numbers of workers in city j and in the system of 37 cities, respectively. Retiree less worker log population share equals log (Rj/Nj) 


log (Rsys/Nsys), the ratio of retirees to workers in city j less the log ratio of retirees to workers for the entire system of cities.
t-ratios in parentheses; all coefficients are scaled by 106.
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models, land rent has a negative and highly significant effect on the
presence of retirees relative to workers. Similarly, QH always has a
positive effect that is significant in all models except for model II.
These findings complement those above and suggest that relative to
workers, retirees are drawn toward attractive low-cost cities.13

VI. Conclusions

This paper shows that many of the cities least attractive to house-
holds are most attractive to firms, and vice versa. Moreover, cities
appear to gain workers and grow in size as the quality of their business
environment becomes more attractive. Our findings also have impor-
tant implications for the demographic composition of cities. With the
aging of the baby boomers, cities are increasingly sensitive to the
location preferences of retirees.14 We show that the cities most likely
to be dominated by retirees are those that are less attractive to firms,
and more generally, those cities that are attractive to households but
have low house prices. These findings support arguments by Graves and
Knapp (1988) that retirees tend to seek out cities where local attributes are
capitalized into lower wages rather than higher land rents. These findings
also suggest that local government policies designed to attract industry
may inadvertently cause retirees to relocate to other cities.
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INITIAL VALUES AND INCOME CONVERGENCE: DO “THE POOR STAY POOR”?

Etsuro Shioji*

Abstract—A panel data estimation finds a high speed of income conver-
gence among the U.S. states. However, initial incomes show a pattern
which is difficult to explain by the estimated model. A simulation study

shows that this pattern can be explained much more naturally when we
assume that true convergence is slow.

I. Introduction

There are two distinct views in the literature on income conver-
gence. The cross-sectional regression approach (as in Barro &

Sala-i-Martin, 1992) assumes that economies are converging to an
identical steady state, and typically finds that the speed of conver-

13 In principle, the models in table 2 could also be used to test whether
the city population and quality series cointegrate in the manner specified
by the different regressions. In this regard, it should be noted that model
IV is difficult to interpret, in that it is not clear what drives the city-specific
time trends (models II and III, in contrast, simply de-mean the data). Also,
for all of the models, our ability to test for cointegration is low in view of
the short time series. Nevertheless, ADF tests with one lag were conducted to
check the residuals from each of the models in table 2 for unit roots, where
rejecting the null of a unit root implies cointegration (Engle & Granger, 1987).
For the worker share regressions, at the 5% level, the null is rejected in 3, 6,
8, and 23 cities for models I through IV, respectively; for the retiree-less-
worker share regressions the analogous numbers are 4, 8, 8, and 18 cities.
These results are suggestive that the series do not cointegrate. However, given
the low power of the unit root tests, the issue of cointegration is better studied
in a longer time series and is left for future research.

14 Recognizing this, a number of states have developed marketing programs
designed to advertise their amenities to recent retirees (Fagan, 1988; Stallman
& Siegel, 1995; Wilkinson, 1995). In addition, many states have enacted tax
policies designed to attract and retain retirees (Stockbridge-Pratt, 1997).
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