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Abstract

While there is strong evidence for productivity-drivenesstlon into exporting, the empir-
ical literature has struggled to identify export-relatdficeency gains within plants. Previous
research typically derived revenue productivity (TFPR)ich is downward biased if more ef-
ficient producers charge lower prices. Using a census pdighitean manufacturing plants,
we compute plant-product level marginal cost as an effigianeasure that is not affected
by output prices. For expogntrant products, we find efficiency gains of 15-25%. Because
markups remain relatively stable after export entry, mbéshese gains are passed on to cus-
tomers in the form of lower prices, and are thus not reflectedBPR. These results are
confirmed when we use tariffs to predict export entry. We discument very similar results
in Colombian and Mexican manufacturing plants. In additiea find sizeable efficiency gains
for tariff-induced export expansions ekistingexporters. Only one quarter of these gains are
reflected by TFPR, due to a partial rise in markups. Our reshlis imply that within-plant
gains from trade are substantially larger than previouslyuthented. Evidence suggests that
a complementarity between exporting and investment imigldgy is an important driver be-
hind these gains.
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1 Introduction

A large literature in empirical trade has shown that expgrfirms and plants are more productive
than their non-exporting counterparts. In principle, th&tern may emerge because exporters
have higher productivity to start with, or because they bezonore efficient after export entry.
The former effect — selection across plants — has receivedgtheoretical and empirical support
(c.f. Melitz, 2003 Pavcnik 2002. On the other hand, evidence for export-relabathin-plant
productivity gains is much more sparse, with the majoritewipirical studies finding no effects
(for recent reviews of the literature s&yverson 2011, Bernard, Jensen, Redding, and Schott
2012. In particular, the productivity trajectory of plants amfis typically look flat around the time
of export entry, suggesting that producers do not become efficient after foreign sales bedin.
This is surprising, given that exporters can learn fromrima&onal buyers and have access to larger
markets to reap the benefits of innovation or investmentsadyzxtive technologyRustos 2017).

In other words, there is strong evidence for a complemdgtagtween export expansions and
technology upgrading (c.Lileeva and Trefler201Q Aw, Roberts, and Xu2011), and technology
upgrading, in turn, should lead to observable efficiencyaases. Why has the empirical literature
struggled to identify such gains?

In this paper, we use rich Chilean, Colombian, and Mexicda ttashow that flat productivity
profiles after export expansions are an artefact of the mmeaptevious studies have typically used
revenue-based productivity, which is affected by changgsices. If cost savings due to gains in
guantity productivity are passed on to buyers in the form of lower ggjcthen revenue-based
productivity will be downward biased-pster, Haltiwanger, and Syvers@908.2 Consequently,
accounting for pricing behavior (and thus markups) is kegmvanalyzing efficiency trajectories.
We show in a simple framework that under a set of non-resteicissumptions (which hold in
our data), marginal costs are directly (inversely) relateduantity productivity, while revenue
productivity reflects efficiency gains only if markups rise.

We begin by using our main dataset — an unusually rich panéhdéan manufacturing plants
between 1996 and 2007 — to analyze the trajectories of margist, markups, and prices around

1Early contributions that find strong evidence for selegtibnt none for within-firm efficiency gains, include
Clerides, Lach, and Tybo(1998 who use data for Colombian, Mexican, and Moroccan prodyeerdBernard and
Jenserf1999 who use U.S. data. Most later studies have confirmed thisnpatAmong the few studies that document
within-plant productivity gains arBe Loecker2007) andLileeva and Trefle(2010. Further reviews of this ample
literature are provided bwagner(2007,2012.

2Recent evidence suggests that this downward bias alsdsaffexlink between trade and productivitgmeets
and Warzynsk{2013 construct a firm level price index to deflate revenue praditgtand show that this correction
yields larger international trade premia in a panel of DamsnufacturersEslava, Haltiwanger, Kugler, and Kugler
(2013 use a similar methodology to show that trade-inducedaeatlon effects across firms are also stronger for
price-adjusted productivity.



export entry and export expansions. To derive markups apldo@-product level, we apply the
method pioneered ye Loecker and Warzynsk2012), in combination with the uniquely detailed
reporting of product-specific input cost shares by Chileautipproduct plants. In addition, our
dataset comprises physical units as well as revenues forpdaiet-product, allowing us to calculate
product prices (unit values). Dividing these by the coroegping markups yields marginal costs at
the plant-product levelje Loecker, Goldberg, Khandelwal, and Pav¢RiB16. This procedure is
flexible with respect to the underlying price setting modhal the functional form of the production
function. Importantly, by disentangling the individualnesponents, we directly observe the extent
to which efficiency gains (lower marginal costs) are trateslanto higher revenue productivity
(by raising markups), or passed on to customers (by redymilcgs). To compare our results
with the typically used efficiency measure, we also competemue productivity (TFPR) at the
plant-product level.

Figure 1 presents our main results — within plant-product trajeesofor export entrants in
Chile. Time on the horizontal axis is normalized so that zeq@resents the export entry year.
The left panel confirms that, in line with most of the previditexature, the trajectory of TFPR is
flat around export entry. The right panel disentangles thitepn and shows that (i) marginal costs
within plant-products drop by approximately 15-25% dutting first three years after export entry;
(ii) prices fall by a similar magnitude as marginal costs) (harkups do not change significantly
during the first years following export entry. Our findingggast that export entrants do expe-
rience efficiency gains, but that these are passed on todhsiomers. In other words, constant
markups and falling prices explain why revenue produdtilgtflat around export entry.

Our results for export entrants are very similar when we uspgnsity score matching to
construct a control group of plant-products that had ani@ipromparable likelihood of entering
the export market. In addition, we show that we obtain venyilair results when (i) computing
physical efficiency (TFPQ, which requires stronger asswnptthan marginal costs at the plant-
product level, as discussed in SectB), and (i) when using reported average variable costs at
the plant-product level. This suggests that our findingsiaten artefact of the methodology used
to calculate marginal costs; in fact, the computed marginats are strongly correlated with the
reported average variable costs. We also discuss that sultgere unlikely to be confounded
by changes in product qualityWe then exploit falling tariffs on Chilean products in destion

3The bias that may result from changes in quality works agdinding efficiency gains with our methodology:
exported goods from developing countries are typicallyighbr quality than their domestically sold counterpartt (c
Verhoogen2008 and use more expensive inputs in productiadler and Verhooger2012). Thus, exporting should
raisemarginal costs. This is confirmed Bykin, Khandelwal, and Osmaf2014 who observe that quality upgrading
of Egyptian rug exporters is accompanied by higher inputgsi Using Mexican datéacovone and Javorcii2012
provide evidence for quality upgrading right before, but after, export entry.
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Figure 1: Trajectories for Export Entrants in Chile

Notes Data are from the Chilean Annual Industrial Survey (ENI8) the period 1996-2007. The figure
shows the trajectories for our main outcome variables leediod after export entry; perigd= 0 corre-
sponds to the export entry year. The left panel shows thectiajy for revenue productivity (TFPR); the
right panel, for marginal cost, price, and markup. All résale at the plant-product level. A plant-product
is defined as an entrant if it is the first product exported blaat@and is sold domestically for at least one
period before entry into the export market (see Se@i@h Coefficient estimates are reported in Table
The lines and whiskers represent 90% confidence intervals.

countries to predict the timing of export entry. Due to thmeited variation in tariffs, this exercise

serves as a check, rather than the core of our analysis. tdeless, the combined variation in

tariffs over time and across 4-digit sectors is sufficienyitdd a strong first stage. We confirm

our findings from within-plant trajectories: tariff-inded export entry is associated with marginal
costs declining by approximately 25%. In relative termss tlorresponds to approximately one-
third of the standard deviation in year-to-year changesangmal costs across all plant-products
in the sample.

We provide evidence that technology upgrading is the méstyliexplanation for declining
marginal costs at export entry. Plant-level investmemédemlly in machinery) spikes right after
export entry. In addition, marginal costs drop particylateeply for plants that are initially less
productive. This is in line wittLileeva and Trefle(2010, who point out that, for the case of
investment-exporting complementarity, plants that swéfrfrom lower productivity levels will
only begin exporting if the associated expected produgtyains are large.

In addition to export entry, we also analyze export exparsiaf existingexporters that are
induced by falling export tariffs on Chilean products. Ogar sample period, these tariff-induced
export expansions lead to a decline in marginal costs byocappately 20% among existing ex-
porters. Since export expansions are accompanied by meesin capital, technology upgrading
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is a likely driver of efficiency gains among existing exposteas well. We also show that in the
case of established exporters, pass-through of efficieatysdo customers is more limited than
for new export entrants: about three quarters of the dealimearginal costs translate into lower
prices, and the remainder, into higher markups. ConselyydmPR also increases and reflects
about one-fourth of the actual efficiency gains. Thus, wtiike downward bias of TFPR is less
severe for established exporters, it still misses a sutiataart of efficiency increases.

Why are markups stable around export entry, but increasestablished exporters after tariff-
induced expansions? This pattern is compatible with a ‘ceh@cumulation processF@ster,
Haltiwanger, and SyverspA016 — while existing exporters already have a customer basedbr
new entrants may use low prices to attract buyef® support this interpretation, we separately
analyze the domestic and export price of the same producsubset of years with particularly
detailed pricing information. We find that for export entisrthe export price drops more than its
domestic counterpart (19% vs. 8%). There is also some esgdi@our data that markups grow as
export entrants become more established.

Finally, we examine whether our main findings hold in two &ddial countries with detailed
manufacturing panel data that are suited for our analys#or@bia (2001-13) and Mexico (1994-
2003). Both datasets have been used extensively in stufliagemational trade, and we show
that they are representative of the stylized facts docuedeint the literature (c.fBernard and
Jensen1999.% We find strong evidence for our main results. As shown in E@.fior Colombia
and in Figure3 for Mexico, there is no relationship between TFPR and expaotty. On the
other hand, marginal costs decline strongly after expdryen both countries. Prices fall hand-
in-hand with marginal costs, while markups are relativebke! We also show that investment
(especially in machinery and equipment) spikes after ebgaury in both samples. The fact that our
main findings hold for exporting plants in three differentintries strongly suggests that our main
conclusion is broadly applicable: revenue-based prodtictmeasures miss important export-
related efficiency gains within manufacturing plants.

Our findings relate to a substantial literature on gains ftade. Trade-induced competition

4Foster et al(2016 provide evidence that supports this mechanism in the dion@sirket. They show that by
selling more today, firms expand buyer-supplier relatigmshnd therefore shift out their future demand.

SThere is a longer delay between export entry and changesrkupsin our data as comparede Loecker and
Warzynski(2012), who document increasing markups right after export efaryslovenian firms. However, our data
confirmDe Loecker and Warzynskicross-sectional finding that exporters charge highekoyss.

60ne limitation is that — unlike the Chilean data — the Colcaniznd Mexican data do not provide product-specific
variable costs. We therefore cannot exploit this inforovato derive product-specific markups and marginal costs in
multi-product plants. Consequently, we restrict our asialjo the subset of single-product plants, where all inpres
clearly related to the (single) produced output.

"We discuss the (quantitatively small) increase of markiies export entry in Colombia in Sectidh
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Figure 2: Trajectories for Export Entrants in Colombia

Notes Data are from the Colombian Annual Manufacturing Survetiie period 2001-13 (described in
AppendixB.4). The figure shows the trajectories for our main outcomeabédes before and after export
entry; periodt = 0 corresponds to the export entry year. The left panel shoesrétjectory for revenue
productivity (TFPR); the right panel, for marginal costjgg;, and markup. All results are for single-
product plants. The coefficient estimates are reported IleTa.11. The lines and whiskers represent
90% confidence intervals.

can contribute to the reallocation of resources from lessdoe efficient producersBernard,
Eaton, Jensen, and Kortu(@003 and Melitz (2003 introduce this reallocation mechanism in
trade theory, based on firm-level heterogeneity. The englievidence on this mechanism is vast,
and summarizing it would go beyond the scope of this p&percontrast, the majority of papers
studying productivitywithin firms or plants have found no or only weak evidence for export-
related gainsClerides et al(1998 for Colombia, Mexico, and Morocco) argernard and Jensen
(1999 using U.S. data) were the first to analyze the impact of eékpgpon plant efficiency. Both
document no (or quantitatively small) empirical support tlais effect, but strong evidence for
selection of productive firms into exporting. The same ig fiar numerous papers that followed:
Aw, Chung, and Robert®000 for Taiwan and Koreallvarez and L6peZ£2005 for Chile, and
Luong (2013 for Chinese automobile produceérsThe survey article bySGEP (2008 compiles
micro level panels from 14 countries and finds nearly no exedefor within-plant productivity

8Two influential early papers aernard and Jens€999 andPavcnik(2002, who analyze U.S. and Chilean
plants, respectively. Recent contributions have also dratention to the role of import&miti and Konings(2007)
show that access to intermediate inputs has stronger efagproductivity than enhanced competition due to lower
final good tariffs.Goldberg, Khandelwal, Pavcnik, and Topal@2810 provide evidence from Indian data that access
to new input varieties is an important driver of trade-retaproductivity gains.

SAlvarez and LopeZ2005 use an earlier version of our Chilean plant panel. They kalecthat "Permanent
exporters are more productive than non-exporters, butishédtributable to initial productivity differences, nai t
productivity gains associated to exporting.” [p.1395] Wafirm this finding when using revenue-productivity.
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Figure 3: Trajectories for Export Entrants in Mexico

Notes Data are from the Mexican Annual Industrial Survey for tlegipd 1994-2003 (described in Ap-
pendixB.5). The figure shows the trajectories for our main outcomeatdeis before and after export
entry; periodt = 0 corresponds to the export entry year. The left panel shoesrétjectory for revenue
productivity (TFPR); the right panel, for marginal costjgg;, and markup. All results are for single-
product plants. The coefficient estimates are reported IeTa.12. The lines and whiskers represent
90% confidence intervals.

increases after entry into the export market.

The few papers that have found within-plant productivityngaypically analyzed periods of
rapid trade liberalization, such & Loecker(2007) for the case of Slovenia andleeva and Tre-
fler (2010 for Canada, or demand shocks due to large (and permanehieye rate changes such
asPark, Yang, Shi, and Jiar(@010.° Our results illustrate why it may be more likely to identify
within-plant gains imrevenueproductivity during periods of major tariff reductions:pesially for
established exporters, declining export tariffs haveatffakin to a demand shock, which may lead
to rising markups in general demand structures sudfielgéz and Ottaviand2008. Then, TFPR
will rise because of its positive relationship with markdp3 he downward bias in TFPR can also
be tackled by computing quantity productivity (TFPQ). Inappr that follows ourd,amorgese,
Linarello, and Warzynskf2014 document rising TFPQ for Chilean export entra3t©ur find-

10van Biesebroeck2005 also documents efficiency gains after export entry — albeitless representative setting:
among firms in sub-Saharan Africa. These gains are likelytdweEonomies of scale, because exporting lifts credit
constraints and thus allows sub-Saharan African firms tagro

Upotentially, markups could rise even if the actual efficieiscunchanged, causing an upward-bias of TFPR.
However, our data suggest that changes in markups gené&hlshort of actual efficiency gains, so that altogether,
TFPR is downward biased.

12\We discuss below that marginal costs have an advantage B®Q T the context of our study: For multi-product
plants,productlevel marginal costs can be computed under relatively striotive assumptions. This allows us to
analyze efficiency gains by decomposing prices into marlamgsmarginal costs — all variables that naturally vary
at the product level. Disentangling these components asotliie advantage that we can analyze pass-through of

6



ings are compatible witaliendo, Mion, Opromolla, and Rossi-Hansb&g§15 who show that

in response to productivity or demand shocks, firms may eeorg their production by adding
a management layer. This causes TFPQ to rise, while TFP&Rdattause the increase in output
guantity leads to lower prices.

Relative to the existing literature, we make several cbatrons. To the best of our knowledge,
this paper is the first to use marginal cost as a measure oieeffic that is not affected by the
pricing behavior of exporters, and to document a strongkech marginal costs after export entry
and tariff-induced export expansiotis Second, we discuss in detail the conditions under which
declining marginal costs reflect gains in physical efficietird, we show that disentangling the
trajectories of prices and physical efficiency is crucialewranalyzing export-related efficiency
gains: it allows us to quantify the bias of the traditionaleeue-based productivity measure. We
find that TFPR misses almost all efficiency gains related fmwexentry, and a substantial share
of the gains from tariff-induced export expansions. Consedjy, we identify substantial export-
related efficiency gains that have thus far passed underathes.r This also applies to the few
studies thahavefound export related changes in TFPR within plants: ourltesuggest that the
actual magnitude of efficiency gains is likely larger. Ouwrdst thus complements a substantial
literature that argues that within-plant efficiency gainsidd be expectetf. Fourth, as a corollary
contribution, our unique main (Chilean) dataset allowsouserify the methodology for computing
marginal costs based on marku@e(Loecker et al.2016: we show that changes in computed
plant-product level marginal costs are very similar to thimsself-reported average variable costs.
Finally, by confirming that our results hold for two additarcountries (Colombia and Mexico),
we provide strong support for their general validity.

The rest of the paper is organized as follows. Sec®aliscusses our use of marginal cost as
a measure of efficiency and its relationship to revenue prindty; it also illustrates the empirical
framework to identify the two measures. Sect®bdescribes our datasets. Sectibpresents our
empirical results for Chilean export entrants and Sechofor continuing exporters. Sectidh
provides evidence for Colombian and Mexican export enstaRinally, Sectiorvy discusses our
results and draws conclusions.

efficiency gains.

13De Loecker et al(2016 document a fall in the marginal cost of Indian firms follogia decline irinput tariffs.

l4case studies typically suggest strong export-relatediafity gains within plants. For examplBhee, Ross-
Larson, and Purse{lLl984) surveyed 112 Korean exporters, out of which 40% reportétte learned from buyers in
the form of personal interactions, knowledge transfer,rodpct specifications and quality control. The importance
of knowledge transfer from foreign buyers to exporters sodlighlighted by th&Vorld Bank (1993 and Evenson
and Westpha{1995. Lépez(2005 summarizes further case study evidence that points taitegby-exporting via
foreign assistance on product design, factory layout,jaBsemachinery, etc.
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2 Empirical Framework

In this section, we discuss our efficiency measures and iexptav we compute them. Our first
measure of efficiency ivenue-basetbtal factor productivity (TFPR) — the standard efficiency
measure in the literature that analyzes productivity gfios exporting. We discuss why this
measure may fail to detect such gains, and show how we ctcliFEPR at the plant-product level.
Our second measure of efficiency is the marginal cost of gtbaiy, which can be derived at the
plant-product level under a set of non-restrictive assionpt We also discuss the relationship
between the two measures, and under which conditions naigpsts reflect physical efficiency.

2.1 Revenue vs. Physical Total Factor Productivity

Revenue-based total factor productivity is the most widelgd measure of efficiency. It is calcu-
lated as the residual between total revenues and the estimantribution of production factors
(labor, capital, and material input¥).TFPR has important shortcomings, which we illustrate by
considering a standard Hicks-neutral production functosiphysical output@;;) of a given plant

7 in periodt. Output is produced using a vector of inpXs. We use a log-linear representation
of the production function, with lowercase letters dengtime logarithms of the variables, and we
adopt the notation frorde Loecker and Goldber@014: ¢;; = x},« + w;;, Wherea is a vector of
output elasticities and;; is physical efficiency (TFPQ). In most empirical studiestpoat quanti-
ties are unobserved, so that researchers rely on planesives (2;;). In this case, (log) revenues
are given by:

ra = Xi'a+ (wi + pit) (1)
~———

wherep;; is the (log) price of output and;; is revenue productivity. Equatiorl) highlights an

important shortcoming of revenue productivity. When raxenare used as output variable, the
residual termm;, reflects both output prices and physical efficienay; = p;; + wi.*® Thus,

15Some authors have used labor productivity —i.e., revenelesprker — as a proxy for efficiency. This measure is
affected by the use of non-labor inputs and is thus infeddrEPR (c.f.Syverson2011).

8For jllustration, we assume in subsectich$ and?2.2 that the production function coefficientsare known. In
practice, the estimation af is subject to input and output price biasBe(Loecker and Goldberg014). We discuss
how we address these biases in our estimation beldsvl oecker and Goldber(2014 present conditions under
which the two biases cancel each other when output revemadaut revenues are used in estimating the production
function. In addition, note that even wheris known,r;, is affected by (unobserved) input prices if inmatuesare
used in () to proxy forz;;. To see this, le;; denote input prices. Thety, = w;; + piy — az;¢, which corresponds
to the profitability residual in the relationship betweetesand input expenditures (sBe Loecker and Goldberg
2014 for detail). In the interest of parsimony, we abstract fribiis issue here. Below, we explain why differences
in input prices are unlikely to affect our findings: all ousudts control for plant-product fixed effects (which absorb
differences in input prices across plants); in addition fiwd that input prices are also constant within plants around
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if output prices respond to a producer’s efficiency, TFPRiasdéd. For example, when facing
downward-sloping demand, firms typically respond to efficiegains by expanding production
and reducing prices. This generates a negative correlagbneenp;; andw;;, so that TFPR
will underestimate physical efficiency. Empirical studagempt to address this bias by deflating
revenues with industry price indexes when computing TFP8wvéver, the downward bias of
TFPR persistsvithin industries, reflecting the difference between individdahgs’ prices and the
corresponding industry price indéX.

Despite the shortcomings of TFPR, the majority of studieghged this measure to analyze
productivity gains from exporting. One practical reasoinhis lack of information on physical
quantitiest® While some corrections to the estimation of production fioms have been pro-
posed, only a few studies have derivegddirectly!® To circumvent some of the issues related to
computingw;;, we propose marginal costs as our main measure of efficiddeyt, we discuss
under which conditions declining marginal costs reflectefficy gains.

2.2 Marginal Cost as a Measure of Efficiency, and its Relatioship to TFPR

In standard production functions, marginal costs are selgrrelated to physical efficiency;,.2°
To illustrate this relationship, we use the generic funw@idormmec(w;, z;; ), wherez,;, is an input
price vector. The derivatives with respect to the two arguimiaremc; < 0 andmcs > 0. Next,
we can use the fact that prices are the product of markupsand marginal costs to disentangle

the period of export entry.

"t is important to note that TFPR is not always inferior to TFRr marginal costs); instead, the applicability of
the different measures depends on the context. For exambpé analyzing misallocation as khsieh and Klenow
(2009, TFPR is the more appropriate measure. In this framewoitk, downward-sloping iso-elastic demand and
CRS technology, high-TFPQ firms charge lower prices thattixaffset their TFPQ advantage, equalizing TFPR.
This provides a useful benchmark: in the absence of distwstiTFPR should be the same across plants in an industry,
even if their TFPQ differs. At the same time, the Hsieh-Klarimmework also illustrates the shortcomings of TFPR:
in the absence of distortions, plants with higher TFPQ agelaand make higher aggregate profits — these differences
are not reflected by TFPR.

Bpata on physical quantities have only recently become aviilfor some countries (cle Loecker et a).2016
Kugler and Verhooger?012 for India and Colombia, respectively).

®Melitz (2000 andDe Loecker(2011) discuss corrections to the estimation of the productioefion to account
for cross-sectional price heterogeneity in the context 6E& demand functionGorodnichenkd2012) proposes an
alternative procedure for estimating the production fiomcthat models the cost and revenue functions simultamgous
accounting for unobserved heterogeneity in productivitg &actor prices.Hsieh and Klenow(2009 recoverw;;
using a model of monopolistic competition for India, Chimad the United Stated-oster et al(2008 obtainw,;
using product-level information on physical quantitiemfrU.S. census data for a subset of manufacturing plants that
produce homogeneous produdEslava et al(2013 andLamorgese et a(2014 compute TFPQ and use it to analyze
gains from trade. Finallyphyne, Petrin, Smeets, and Warzyn&k016 derive TFPQ to study the effect of Chinese
import competition on plant-product efficiency in Belgium.

2For now, we assume that — in addition to the coefficientseing known — all input and output quantities and
prices are observed. Also, we focus on the plant level anor@tihe underlying product-level variation within plants.
We introduce this dimension below when we turn to the actstitation.
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TFPR (assuming Hicks-neutrality — as is standard in thenedion of productivity):
Tt = Dir + Wit = i + me(wie, i) + Wit (2)

Deriving log-changes (denoted ) and re-arranging yields a relationship between efficiency
gains and changes in TFPR, markups, and marginal costs:

Awiyp = Amy — A/Mt - Amc(wz’t, Zit) (3)

In order to simplify the interpretation o8] — but not in the actual estimation ofc(-) — we make
two assumptions. First, that the underlying productiorcfiom exhibits constant returns to scale
(CRS). This assumption is supported by our data, where tbeage sum of input shares is very
close to one (see Tabk.6 in the appendix). This first assumption implies that we cgasse
Ame(wy, zy) = Ao(zy) — Dwy, Whereg(+) is an increasing function of input prices (see the
proof in AppendixA.1). Second, we assume that input prices are unaffected byrteapivy or
expansions, i.e., they are constant conditional on cdimgdior trends and other correlates around
the time of export entry/A¢(z;) = 0.2! Our dataset allows us to calculate input prices, and we
show below in Sectiod.5that these do not change with exporting activity.

With constant input prices, we obtain three simple expogssthat illustrate the relationship
between physical efficiency gains and changes in margirsacmarkups, and TFPR:

1. Awy = —Amey, i.e., rising efficiency is fully reflected by declining margl costs. Note

that this is independent of the behavior of markups. Usimgafuality in @) also implies:
2. Ay = Ay, 1.€., revenue productivity rises if and only if markupsrease. For example,

even ifw; rises (andnc;; falls), TFPR will not grow if markups remain unchanged. And
vice-versa, if markups rise while;; stays the same, TFPR will increase. This underlines
the shortcomings of TFPR as a measure of efficiency — it cah fadtto identify actual
efficiency gains but may also reflect spurious gains due toatehnduced increases in

markups.
3. Amy = Awy if Ay = —Amey, i.e., changes in revenue productivity reflect the full

efficiency gains if markups rise in the same proportion asgmat costs fall, i.e., if the
output price remains constant and pass-through of effigigams is zero.

We use these insights when interpreting our empirical tesdlow. For young exporters, the
evidence points towards constant markups. Thus, all affigigains are passed on to customers,

21This also implies that the relationships between TFPR, TRR@ MC that we derive in this subsection hold
if TFPR is defined using physical inputs or based on inputesluhe difference between the two approaches is
alz;; = 0 (see footnotd 6, and recall that for now we take as given).
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so that they are reflected only in marginal costs, but not IRRRFFor more mature exporters there
is some evidence for declining marginal costs together vigsihg markups, meaning that at least
a part of the efficiency gains is also reflected in TFPR.

2.3 Estimating Revenue Productivity (TFPR)

To compute TFPR, we specify a Cobb-Douglas production fanatith labor, capital, and mate-
rials as production inputs, and deflate all nominal variglblgng 4-digit industry specific deflators
provided by ENIAZ? We opt for the widely used Cobb-Douglas specification as aseline be-
cause it allows us to use the same production function ewsiia derive TFPR and markups (and
thus marginal costs). This ensures that differences in fff@esmcy measures are not driven by
different parameter estimatés Following De Loecker et al(2016, we estimate a separate pro-
duction function for each 2-digit manufacturing sectey, (ising the subsample of single product
plants?* The reason for using single-product plants is that one &flyicloes not observe how
inputs are allocated to individual outputs within multeduct plants. For the set of single product
plants, no assumption on the allocation of inputs to outguteeded.

The estimation of the production function followgkerberg, Caves, and Fraz@015. This
methodology controls for the simultaneity bias that arisesause input demand and unobserved
productivity are positively correlated.Following De Loecker et al(2016), we (i) allow exporting
to affect current productivity either directly, or throughcomplementarity with investment in
physical capital, and (ii) correct for selection bias thetwrs because plant switching from single-
to multi-product may be correlated with productivify AppendixA.3 provides technical details

22To keep our baseline estimation comparable to previousestiate do not deflate material inputsiant-specific
deflators from the Chilean ENIA (which are not available ihestdatasets). This gives rise to a potential (well-
documented) input price bias (sBe Loecker et a].2016. Nevertheless, our baseline estimates with a Cobb-Dsugla
production function are immune to this bias (see foot@8)eIn addition, in AppendipA.4 we show alternative results
where we proxy for input prices using output prices and mizskare as suggested Pg Loecker et al(2016), and in
AppendixA.5 we use plant-specific input price deflators to deflate inppeexitures. Results in both cases are very
similar to our baseline results.

23As discussed below, TFPR needs to be estimated based ort mepsured in terms of revenues, while deriving
markups based on revenues (rather than quantities) cariddadsed results. In our baseline Cobb-Douglas case,
this bias does not affect our results because productioctitmcoefficients are constant and are therefore absorbed
by plant-product fixed effects. Consequently, the Cobbddasispecification allows us to use tk@meproduction
function coefficients to estimate both TFPR and markups {and marginal costs). In Append®.1we show that
the more flexible translog specification (where fixed effelctsiot absorb the bias) yields very similar results.

24The 2-digit product categories are: Food and Beveragedijld@xApparel, Wood, Paper, Chemicals, Plastic,
Non-Metallic Manufactures, Basic and Fabricated Metaisl, ldlachinery and Equipment.

25\We follow LP in using material inputs to control for the cdeton between input levels and unobserved produc-
tivity.

26\We estimate this probability for single-product plantshiiteach 2-digit sector using a Probit model, where the
explanatory variables include product fixed effects, lalsapital, material, output price, as well as importing and
exporting status.
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on the production function estimation.

Given the estimated output elasticities for each secfarvector3?®), TFPR can be calculated
both at the plant level and for individual products withimupis. For the former, we use the plant-
level aggregate labdy;, capitalk;;, and material input expenditure;;, where lower case letters
indicate the natural logarithm of a variable. We then coraplant-level TFPR7;;:

Tt = rae — (B lir + Brkit + By (4)

wherer;, are total plant revenues, and the term in parentheses egpsdhe estimated contribution
of the production factors to total output in plaint Note that the estimated production function
allows for returns to scalesf + 3 + 5;, # 1), so that the residuai;; is not affected by increasing
or decreasing returns. When computipignt-level TFPR in multi-product plants, we use the
vector of coefficientg3® that corresponds to the product categergf the predominant product
produced by plant

Next, we compute our main revenue-based productivity nreasproductlevel TFPR. To
perform this step for multi-product plants, the individirgduts need to be assigned to each product
j. Here, our sample provides a unique feature: ENIA repoitd t@riable costs (i.e., for labor
and materialsY'V' C;;, for each produc) produced by plant. We can thus derive the following
proxy for product-specific material inputs, assuming tbéltmaterial is used (approximately) in
proportion to the variable cost shares:

TVC,
Mijt = STVC . Mit where STVC = gt

ijt it = m (5)

Taking logs, we obtaim;;;. We use the same calculation to proxy fgr andk;;,. Given these
values, we can derive plant-product level TFPR, using tleéoved® that corresponds to produgt

Tige = Tije — (B lije + Bikije + Bpmije) (6)

wherer;;, are product-specific (log) revenues.

2.4 Estimating Marginal Cost
To construct a measure of marginal production cost, weviodlawo-step process. First, we derive
the product-level markup for each plant. Second, we divildatgproduct output prices (observed
in the data) by the calculated markup to obtain marginal.cost

The methodology for deriving markups follows the productapproach proposed yall
(1989, recently revisited bype Loecker and Warzynsk2012. This approach computes markups
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without relying on market-level demand information. Theimassumptions are that at least one
input is fully flexible and that plants minimize costs for Rgroductj. The first order condition of

a plant-product’s cost minimization problem with respedite flexible input” can be rearranged
to obtain the markup of produgtproduced by plant at timet:?’

iy = Pije <3Qz‘jt(‘) Vz‘jt)/ P - Vije 7)
<= MCij WVije  Qije Piji - Qije )
Markup

~
Output Elasticity Expenditure Share

where P (P") denotes the price of outp@ (input V), and M C' is marginal cost. According
to equation 7), the markup can be computed by dividing the output elagtafi product; (with
respect to the flexible input) by the expenditure share oflth@ble input (relative to the sales of
productj). Note that under perfect competition, the output elastieguals the expenditure share,
so that the markup is one (i.e., price equals marginal costs)

In our computation of ) we use materials){) as the flexible input to compute the output
elasticity?® Note that in our baseline estimation (due to its use of a ddbbglas production
function), the output elasticity with respect to materigbuts is given by the constant tertyj, .
Ideally, 52, should be estimated using physical quantities for inputsa@riput, as irbe Loecker
et al.(2016. However, as discussed above, this would render our seulfTFPR and marginal
cost less comparable, since differences could emerge dtreetdifferent parameter estimates.
The Cobb-Douglas case allows us to compute markups basexVenue-based estimates/jf,
without introducing bias in our within-plant/product aysis (see Sectio.5 for detail). Thus,
our baseline results use tekameelasticity estimates to compute both TFPR and markups.

The second component needed 7+ the expenditure share for material inputs — is directly
observed in our data in the case of single-product plants. ndti-product plants, we use the
proxy described in equatiorb) to obtain the value of material inpuf%‘jft - Vijy = M. Since
total product-specific revenués;, - 0;;; are reported in our data, we can then compute the plant-
product specific expenditure shares needed)ii(This procedure yields plant-product-year spe-

2"Note that the derivation of equatiof)(essentially considers multi-product plants as a colbeatif single-product
producers, each of whom minimizes costs. This setup doealoatfor economies of scope in production. To address
this concern, we show below that all our results also holdiiogle-product plants.

28In principle, labor could be used as an alternative. Howewethe case of Chile, labor being a flexible input
would be a strong assumption due to its regulated labor makkdiscussion of the evolution of job security and firing
cost in Chile can be found iklontenegro and Pagé2004).

298y using each product’s reported variable cost shares tgypiar product-specific material costs, we avoid
shortcomings of a prominent earlier approach: since prigipecific cost shares were not available in their dataset,
Foster et al(2008 had to assume that plants allocate their inputs propateinto the share of each product in total
revenues This is problematic because differential changes in maslacross different products will affect revenue
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cific markupsy; ;.

Finally, because output prices (unit valugs), are also observed at the plant-product-year
level, we can derive marginal costs at the same detadl;;,. To avoid that extreme values drive
our results, we only use observations within the percenflland 98 of the markup distribution.
The remaining markup observations vary between (appraeiy)e0.4 and 5.6. Tabla.13in the
appendix shows the average and median markup by sector.

2.5 Marginal Costvs TFPQ

In the following, we briefly discuss the advantages and Atiohs of marginal cost as compared
to quantity productivity (TFPQ) as a measure of efficiencyhi@ context of our study. For now,
suppose that the corresponding quantity-based inpuiateest 3° have been estimated correctly.
Then, in order to back out TFPQ by using),(ideally both output and inputs need to be observed
in physical quantities. Output quantities are availableame datasets. But for inputs, this infor-
mation is typically unavailabl&® Thus, researchers have adopted the standard practicengf usi
industry-level price indexes to deflate input expenditFester et a].2008. This approximation
may lead to biased TFPQ estimates if input prices or the ussraf capital vary across firms
within the same industry. A further complication arisesniecaims to compute product-specific
TFPQ for multi-product plants, where physical inputs neelié¢ assigned to individual products.
While our dataset has the unique advantage that plants tbeexpenditureshare of each product
in total variable costs (which is sufficient to derive theguot-specific material expenditure share
needed in7) to compute markups), it does not contain information on lmassign inpuguanti-
tiesto individual products. Thus, assigning;, /;;, andk;; to individual products is prone to error.
This is especially true in the case of capital, which is tgflicnot specific to individual output
products. In light of these limitations, most studies coteplFPQ at the plant or firm levét.
An additional complication arises fdr;; in TFPQ calculations because the capital stock is only
available in terms of monetary values and not in physicatisuni

Contrast this with the computation of markups M, (still assuming thaB® has been correctly
estimated. The output elasticity with respect to materiplts is given bys? , and — for single-
product plants — the expenditure share for material inputeadily available in the data. For
multi-product plants, we use the approximation with repdntariable cost shares in equati&j (

shares even if cost shares are unchanBed.oecker et al(2016 address this issue by using an elaborate estimation
technique to identify product-specific material costss thinot necessary in our setting because the uniquely eeétail
Chilean data allow us to directly compute product-specifitarial costs from reported data.

30Exceptions, where input quantities are available, inclOdeaghi(2006, Davis, Grim, and Haltivangg2008),
andLamorgese et a(2014).

3IA shortcoming of this more aggregate approach is that péat-output price indexes do not account for differ-
ences in product scopeléttman, Redding, and Weinste2016).
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to back out plant-product specific input expenditure sharésis, plant-product specific markups
can be immediately calculated in our Chilean dita.

We now turn to the estimation ¢#°, which is challenging and may introduce further error.
When using a Cobb-Douglas production function, this issuless severe for markups than for
TFPQ in the context of our analysis. The computation of mpskuses onlys:, from the vector
B°. Note that measurement error @f, will affect the estimatedevel of markups, but not our
within-plant results: because we analyze tgngesat the plant-product leveln(3:,) cancels
out. In other words, the estimated logangesn markups in 7) are only driven by the observed
material expenditure shares, but not by the estimated batasticity 3, .33 Contrast this with the
computation of TFPQ, which uses all coefficientsd multiplying each by the corresponding
physical input (or deflated input expenditures)4i (n this case, analyzing log-changes in TFPQ
will not eliminate errors and biases in the level®f.

We discuss further issues related to marginal cost and TRRReiappendix. AppendiA.2
discusses the implications of deviations from CRS. We shH@t in the presence of increasing
returns, marginal costs will tend to overestimate actuaiehcy gains. In this case, TFPQ is the
preferable efficiency measure (subject to the concernsskgal above), since its estimation allows
for flexible returns to scale. Throughout the empirical s, we thus present results based on
TFPQ as a robustness check. Appendi¥ and A.5 discuss the estimation of quantity-based
production functions, and Appendix6 shows that marginal costs and TFPQ are equally affected
by investment in new technology (even if only TFPQ directligyds the capital stock into account).

3 Data

Our primary dataset is a Chilean plant panel for the perio@6i2007, theEncuesta Nacional
Industrial Anual(Annual National Industrial Survey — ENIA). In addition, wenfirm our main
results using plant-level panel data from Colombia (for pleeiod 2001-2013) and from Mexico
(for 1994-2003). A key advantage of the Chilean data is thatirproduct plants are required to
report product-specific total variable costs. These areialtor the calculation of plant-product
level markups and marginal costs in multi-product plantssdascribed in Sectio@.4. In the
Colombian and Mexican samples, this information is notlatzée. In order to keep the method-
ology consistent, we thus restrict attention to singledpict plants in these countries, where all

32Note that when computing product-level markups for muttiguct plants, we only need to proportionately assign
the expenditure share ofaterialinputs to individual products. This procedure is not negidethbor or capital.

33This is also the reason why we can use estimate8°ofrom the revenueproduction function, i.e., the same
coefficients used to compute TFPR. Note that for the moredflexianslog specificatiors;’, itself depends on the use
of inputs by each plant and may thus vary over time. We showppehdixC.1that our results are nevertheless robust
to this specification.
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inputs are clearly related to the single output. Correspwty the Chilean ENIA is our main
dataset, and we describe it in detail below. The ColombiahMexican datasets are described in
AppendixB.4 andB.5, and we compare the three datasets in AppeBdrx Overall, the sectoral
composition of the three datasets is similar, but expodraation is markedly stronger for Mexi-
can manufacturing firms, where almost 40% of all plants apo#errs, as compared to 20% and
25% in the Chilean and Colombian samples, respectively.

3.1 Detail on ENIA Data

Data for ENIA are collected annually by the Chilelaistituto National de Estadisticdslational
Institute of Statistics — INE). ENIA covers the universe adimafacturing plants with 10 or more
workers. It contains detailed information on plant chaggstics, such as sales, spending on inputs
and raw materials, employment, wages, investment, andregfaus. ENIA contains informa-
tion for approximately 5,000 manufacturing plants per yedh unique identifiers. Out of these,
about 20% are exporters, and roughly 70% of exporters aré-product plants. Within the lat-
ter (i.e., conditional on at least one product being exglrtexported goods account for 80% of
revenues. Therefore, the majority of production in intéorally active multi-product plants is
related to exported goods. Finally, approximately twodtaf the plants in ENIA are small (less
than 50 workers), while medium-sized (50-150 workers) angd (more than 150 workers) plants
represent 20 and 12 percent, respectively.

In addition to aggregate plant data, ENIA provides rich infation for every good produced by
each plant, reporting the value of sales, its total variabst of production, and the number of units
produced and sold. Products are defined according to an ENé&ific classification of products,
the Clasificador Unico de Producto€UP). This product category is comparable to the 7-digit
ISIC code** The CUP categories identify 2,242 different products ingample. These products
— in combination with each plant producing them — form ourmamit of analysis. Appendix
B.1 describes the procedures we use to clean the Chilean ENEAadhak to generate a consistent
plant-product dataset. After these adjustments, our sanguisists of 118,178 plant-product-year
observations over the period 1996-2007. In AppeIX we confirm that our data replicate some
well-documented systematic differences between exsoatetl non-exporters.

34For example, the wine industry (ISIC 3132) is disaggreghye@UP into 8 different categories, such as "Sparkling
wine of fresh grapes," "Cider," "Chicha," and "Mosto."

35Following Bernard and Jensgi999, we show that within their respective sectors, exportitamts are larger
both in terms of employment and sales, are more productiwagored by revenue productivity), and pay higher
wages. This is in line with the exporter characteristicsuoented byBernard and Jensgi1999 for the United
StatesBernard and Wagndi997) for Germany, ande Loecker(2007) for Slovenia, among others. Using product-
level data, we also find that markups are higher among exggodenfirming the findings iDe Loecker and Warzynski
(2012). Our Colombian and Mexican data show very similar pattéses AppendiB.4 andB.5).
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3.2 Definition of Export Entry

The time of entry into export markets is crucial for our as&y We impose four conditions for
productj, produced by plani, to be classified as an export entrant in yeafi) product; is
exported for the first time atin our sample, which avoids that dynamic efficiency gainsnfro
previous export experience drive our results, (ii) produc sold domestically for at least one
period before entry into the export market, i.e., we exclode products that are exported right
away, (iii) product; continues to be reported in ENIA for at least two years afigroet entry,
which ensures that we can compute meaningful trajectaaied(iv) productj is the first product
exported by plant. The last requirement is only needed for multi-product fgatt rules out that
spillovers from other, previously exported products affmer estimates. Under this definition we
find 861 export entries in our ENIA sample (plant-producthat7-digit level), and approximately
7% of active exporters are new entrants. For our auxiliarfo@bian and Mexican data, the
construction of export entry is described in detail in ApgierB.6.

4 Efficiency Gains of Export Entrants in Chilean Manufacturing

In this section we present our empirical results for new expotrants in Chile. We show the
trajectories of revenue productivity, marginal costs, aratkups within plant-products around the
time of export entry. We verify that our results hold when vée propensity score matching to
construct a reference group for export entrants, and wheuasedariff changes to predict export
entries. We also provide suggestive evidence that the wideafficiency gains are driven by a
complementarity between exporting and investment.

4.1 New Export Entrants: Plant-Product Trajectories

To analyze trajectories of various plant-product charésttes, we estimate the following regres-
sion for each plant producing producj in periodt:

-1 L
Yijt = Qs + Q5 + Z Tzljt + Z Efjt + 5Zﬁit + Eijt (8)
k=—2 1=0

— N——
Pre-Trend Post-Entry Trend

wherey;;, refers to TFPR, marginal cost, markup, or priag; are sector-year effects that capture
trends at the 4-digit level, ang; are plant-product fixed effects (at the 7-digit level). Weliale
two sets of plant-product-year specific dummy variablesajotware the trajectory of each variable
y;;; before and after entry into export markets. Fiifs’}ﬂ reflects pre-entry trends in the two periods
before exporting. Second, the post-entry trajectory ofdygendent variable is reflected Ey/jt,
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which takes value one if produgtis exported periods after export entd. Finally, the dummy
65;“ allows for changes in trajectories when plant-productstér export market.

Tablel (Panel A) reports the coefficients of estimati8yfor the sub-sample of export entrants
(and Figurel above visualizes the results). TFPR is virtually unreldteexport entry, with tight
confidence intervals around zero. This result is in line wite previous literature: there are
no apparent efficiency gains of export entry based on TFPR. tidjectory of marginal costs
shows a radically different pattern. After entry into thgpert market, marginal costs decline
markedly. According to the point estimates, marginal cas¢ésabout 12% lower at the moment
of entry, as compared to pre-exporting periods. This difiee widens over time: one period
after entry it is 20%, and after 3 years, 26%. These diffegsrare not only economically but also
statistically highly significant. In relative terms, thesaloved decline in marginal costs after export
entry corresponds to approximately one-third of the steshdaviation in year-to-year changes in
marginal costs across all plant-products in the sample.tfBjectory for prices is very similar to
marginal costs. This results because markups remain edenhchanged after export entry. The
pattern in markups coincides with the one in TFPR, in linehwaitir theoretical results in Section
2. Finally, physical quantities sold of the newly exportedquct increase by approximately 20%.

Reported Average Variable Costs and TFPQ

One potential concern with respect to our marginal costltessi that they rely on the correct
estimation of markups. If we underestimate the true chamgasarkups after export entry, then
the computed marginal cost would follow prices too closég can address this concern by using
the unique feature that plants covered by ENIA report theaée production cogber product as
well as the number of units produced. The questionnaire ekefiotal variable cost per product as
the product-specific sum of raw material costs and diredrlaivolved in production. It explicitly
asks to exclude transportation and distribution costs edisas potential fixed costs. Consequently,
dividing the reported total variable cost by the units preetliof a given product yields a reasonable
proxy for its average variable cost. Figutelots our computed marginal costs against the reported
average variable costs (both in logs), controlling for plaroduct fixed effects, as well as 4-digit
sector-year fixed effects (that is, the figure plots the wifhiant-product variation that we exploit
empirically). The two measures are very strongly correlat€his lends strong support to the
markup-based methodology for backing out marginal cos@éi.oecker et al(2016.

Panel B of Tabld shows that reported average variable costs (AVC) decrétesegport entry,

36Due to our relatively short sample, we only report the resfat! = 0, ..., 3 periods after export entry. However,
all regressions include dummié?;jt for all post-entry periods. Also, in order to make trajeisdirectly comparable
across the different outcomes, we normalize all coeffisisntthat the average across the two pre-entry periods (-1
and -2) equals zero.
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Table 1: Within Plant-Product Trajectories for Export Emts in Chile

Periods After Entry -2 -1 0 1 2 3 Okt
Panel A: Main Outcomes

TFPR -.0029 .0029 -.0061 .0017 .0264 .0159 3,330
(.0193) (.0159), (.017) (.0212) (.0263) (.0269 .535

Marginal Cost .0406  -.0406 -.1207** -1997** -2093*** 2583*** | 3,330
(.0651) (.0498) (.0614) (.0676) (.0787) (.0927) 792

Markup -.012 .012 -.0042 011 .0359 .0189 3,330
(.0219) (.0174), (.0189) (.0233) (.0288) (.0311) 492

Price .0286  -.0286 -.1248** -.1887** -1735** -2394*% 330
(.0634) (.0491) (.0582) (.0665) (.0738) (.0897) .804

Physical Quantities -.0437  .0437  .1899**  2672*** .1923*  .2098* 3,330
(.0913) (.0667), (.0719) (.0905) (.1045) (.1198) .822

Panel B: Additional Efficiency Measures

Reported AVC .0297  -.0297 -.1286** -.1838** -1904* -235** | 3,330
(.0642) (.0511), (.0600) (.0672) (.075) (.0918 .795

TFPQ -.0389 .0389 .118** .1646** .1768** .1937** 3,330
(.0732) (.0536), (.0600) (.0683) (.0803) (.0945) .798

Notes The table reports the coefficient estimates from equan All regressions are run at the plant-product
level (with products defined at the 7-digit level); they aohfor plant-product fixed effects and 4-digit sector-year
fixed effects. A plant-product is defined as an export entifants the first product exported by a plant and is sold
domestically for at least one period before entry into thpogxmarket. Sectiod.1 provides further detail. For
comparability, we normalize all coefficients so that therage across the two pre-entry periods (-1 and -2) equals
zero. Standard errors (clustered at the plant-producl)levparentheses. Key: *** significant at 1%; ** 5%; * 10%.
TFPR = Revenue productivity; TFPQ = Quantity ProductivRyC = Average variable cost (self-reported).

closely following the trajectory that we identified for margl cost. Export entry is followed by a
decline in reported AVC by 13% in the period of entry, growtnd.8% after one year, and to 25%
three periods after entry. These results confirm that themeated efficiency gains after export
entry are not an artefact of the estimation procedure fogmat costs.

Another concern is that the decline in marginal (and avgregsts may be driven by increas-
ing returns to scale in combination with expanded producsfter export entry. Our production
function estimates suggest that this is unlikely; we findrapimnately constant returns to scale in
most sectors — the mean sum of all input shares is 1.023 (aighted by plants in each sector,
the average is 1.008J.Nevertheless, we also compute TFPQ as an alternative efficimeasure

3'TableA.6 in the appendix reports further details, showing outpustediies and returns to scale for each 2-digit
sector in our ENIA sample. Tabl.6 also shows that returns to scale are very similar when weadsgstimate a
more flexible translog specification. The translog casewsllior interactions between inputs, so that output eld&i
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Figure 4: Estimated Marginal Cost and Reported Averagea\dsiCost

Notes The figure plots plant-product level marginal costs coraguising the methodology described in Section
2 against plant-product level average costs reported in thile&h ENIA panel (see Sectidd). The underlying
data include both exported and domestically sold prodaitsgether 109,612 observations. The figure shows the
relationship between the two cost measures after comtgolitir plant-product fixed effects (with products defined at
the 7-digit level) and 4-digit sector-year fixed effects.e®trong correlation thus indicates tichiangesn computed
marginal cost at the plant-product level are a good proxglf@nges in actual variable costs.

that allows for flexible returns to scale (but is subject te taveats discussed in Sectid:s).38
The last row of Tabld shows that the trajectory for TFPQ is very similar to margousts. This
suggests that our results are not confounded by deviations€RS.

4.2 Matching Results

Our within-plant trajectories in Tableshowed a slight (statistically insignificant) decline incess
and marginal costs of new exported products before entryred@in¢ = —1). This raises the
concern of pre-entry trends, which would affect the intetation of our results. For example,
price and marginal cost could have declined even in the alsehexporting, or export entry
could be the result of selection based on pre-existing potddty trajectories. In the following
we address this issue by comparing newly exported produthshose that had a-priori a similar
likelihood of being exported, but that continued to be salchéstically only De Loeckey2007).

depend on the use of inputs. Consequently, if input use awafjer export entry, this could affect elasticities and
thus returns to scale. To address this possibility, we cdenthe average elasticities for 2-digit sectors using i) all
plants, and ii) using only export entrants in the first thregquls after entry. Both imply very similar — approximately
constant — returns to scale, as shown in columns 5 and 6 ire Fabl In addition, TableA.15 splits our Chilean
sample into sectors with above- and below-median returssdte and shows that the decline in marginal costs after
export entry are actually somewhat stronger in the subghthelow-median returns to scale. Thus, it is unlikely that
our main results are driven by increasing returns to scale.

38The estimation procedure for TFPQ is described in AppeAdix
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This empirical approach uses propensity score matchinyljf% the spirit of Rosenbaum and
Rubin (1983, and further developed bieckman, Ichimura, and Todd997. Once a control
group has been identified, the average effect of treatmetitetreated plant-products (ATT) can
be obtained by computing the average differences in outsdragveen the two groups.

All our results are derived using the nearest neighbor nragdiechnique. Accordingly, treat-
ment is defined as export entry of a plant-product (at thegit-tevel), and the control group
consists of the plant-products with the closest properssitye to each treated observation. We
obtain the control group from the pool of plants that prodsiceilar products as new exporters
(within 4-digit categories), but for the domestic marketyonTo estimate the propensity score,
we use a flexible specification that is a function of plant amatpct characteristics, including
the level and trends in product-specific costs before exgrry, lagged product-level TFPR, the
lagged capital stock of the plant, and a vector of other ci&in the pre-entry period, including
product sales, number of employees (plant level), and itrgiatus of the plant® AppendixA.8
provides further detail on the methodology. Once we haverdened the control group, we use
the difference-in-difference (DID) methodology to examthe impact of export entry on product-
level TFPR, marginal cost, and markups. Blindell and Diag2009 suggest, using DID can
improve the quality of matching results because initiafedlénces between treated and control
units are removed.

Table2 shows the matching estimation results. Since all variadre®xpressed in logarithms,
the DID estimator reflects the difference in gp@wthof outcomes between newly exported prod-
ucts and their matched controls, relative to the pre-engnjop ¢ = —1).*° When compared to
the previously reported within-plant-product trajecéssithe PSM results show a slightly smaller
decline in marginal costs at export entry (6.5% vs. 12.1%)iclwvis to be expected if the PSM
procedure corrects for pre-trends. However, for laterquks;i decreases in marginal costs are the
same as documented above: the difference in marginal dasitveeto the control group grows
to 11% in the year after entry, to 20% after two years, and &b #iree periods after entry. Our
alternative efficiency measures — reported average vara@sts and TFPQ — confirm this pattern.
Changes in TFPR after export entry are initially small aradistically insignificant. However, after
three periods, TFPR increases by about 9% more for expagrergroducts than for the matched

39Following Abadie, Drukker, Herr, and Imbei®004), we use the 5 nearest neighbors in our baseline specificatio
The difference in means of treated vs. controls are stadi$tiinsignificant for all matching variables in= —1. We
include import status to account for the possibility thaiuibtrade liberalization drives export entry asBas(2012.
As a further check, we also replicated our within-plantdcapries in Tabld, controlling for log imports at the plant
level. Results are virtually unchanged (available upomest).

“OFor example, a value of 0.1 in periad= 2 means that two years after export entry, the variable intiqprebas
grown by 10% more for export entrants, as compared to theeposrting control group.
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control products. This suggests that, eventually, effyagains are partially reflected in TFPR —
we discuss this pattern in more detail below in Sectidh

Table 2: Matching Results: Exported Entry and EfficiencyrtSan Chilean Manufacturing

Periods After Entry 0 1 2 3
Panel A. Main Outcomes

TFPR -.0164 -.0352 .0152 .0887**
(.0183) (.0236) (.0298) (.0396)

Marginal Cost -.0647*  -110** -.199%** -269***
(.0347) (.0439) (.0657) (.0882)

Markup .00379 -.0193 .0415 .0506
(.0216) (.0246) (.0300) (.0401)

Price -.0609** - 129** - 158** -218***

(.0305) (.0420) (.0609)  (.0719)

Panel B. Additional Efficiency Measures

Reported AVC -.0834** - 157** . 153* -263***
(.0345) (.0437) (.0689) (.0777)
TFPQ .0470 .0956**  .151**  339***
(.0320) (.0429) (.0667) (.0946)
Treated Observations 261 179 128 75
Control Observations 1,103 752 534 299

Notes Periodt = 0 corresponds to the export entry year. Coefficients reflectifierential growth of each variable
with respect to the pre-entry yedr£ —1) between export entrants and controls, all at the plantljcblevel. The
control group is formed by plant-products that had a-paasimilar likelihood (propensity score) of becoming export
entrants, but that continued to be sold domestically onlg.uAe the 5 nearest neighbors. Controls are selected from
the pool of plant-products in the same 4-digit category @arde year) as the export entrant product. The specification
of the propensity score is explained in SectbBand in AppendixA.8. Robust standard errors in parentheses. Key:
*** significant at 1%; ** 5%; * 10%.

TFPR = Revenue productivity; TFPQ = Quantity ProductivRyC = Average variable cost (self-reported).

4.3 Robustness and Additional Results

In this subsection we check the robustness of our resultkgmative specifications and sample
selection. Due to space constraints, we present and dismststables with robustness checks in
AppendixC, and we summarize the main takeaways here.

Balanced Sample of Entrants

To what extent does unsuccessful export entry drive ourte&suTo answer this question, we
construct a balanced sample of export entrants, includahgmant-products that are consistently
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exported for four subsequent years. TaBlghows the propensity score matching results for this
balanced sample. The main pattern is unchanged. TFPRgesalguantitatively small and in-
significant in the first two years of exporting, but now thesesironger evidence for increases in
TFPR in later periods (which coincide with increasing mg®u Marginal costs drop markedly
after export entry — by approximately 20-30%. The main défeee with Table is that marginal
costs are now substantially lower already at the time of ebguatry ¢ = 0). This makes sense,
given that we only focus on ex-post successful export etgravho will tend to experience larger
efficiency gains. In addition, in our baseline matching lss{Table2), efficiency continued to in-
crease over time. This may have been driven by less pro@ymtoducts exiting the export market,
so that the remaining ones showed larger average diffesaetative to the control group. In line
with this interpretation, the drop in marginal costs is mstable over time in the balanced sam-
ple. Our alternative efficiency measures TFPQ and repontéd! ghow the same pattern (Panel B
of Table3). In sum, the results from the balanced sample confirm oliséwhple estimates and
suggest relatively stable efficiency gains over time.

Table 3: Matching Results for Chile: Balanced Sample

Periods After Entry 0 1 2 3
Panel A. Main Outcomes — Balanced Sample

TFPR .0335 .0421 Q2% 1QQ%k*
(.0299) (.0348) (.0355) (.0380)

Marginal Cost -190**  -.234*%  -308*** - 225%*
(.0839) (.0887)  (.0933) (.0877)

Markup .0266 .00565  .110%*** .0594
(.0369) (.0401) (.0382) (.0414)

Price -151*  -210**  -189** - 152**

(0782) (.0795) (.0870)  (.0724)

Panel B. Additional Efficiency Measures — Balanced Sample

Reported AVC -227*%  -268%** - 242%% - 220%**
(.0919) (.0843) (.0977) (.0813)
TFPQ 183%%  269%*  348%* 318+
(.0831) (.0850) (.100) (.0911)
Treated Observations 70 71 70 70
Control Observations 275 277 276 278

Notes The results replicate Tabfor the sample of plant-products that are observed in each
periodt = —2, ..., 3 (balanced panel). See the notes to Talfler further detail. Robust standard
errors in parentheses. Key: *** significant at 1%; ** 5%; * 10%
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Single-Product Plants

In order to estimate product-level TFPR, marginal costd,rmarkups, we had to assign inputs to
individual products in multi-product plants. This is noteded in single-product plants, where all
inputs enter in the production of one final good. Tahl&4 uses only the subset of single-product
plants to estimate the trajectories following equatiBp*t Despite the fact that the sample is
smaller, results for single-product plants remain stiaafliy highly significant and quantitatively
even larger than for the full sample. Marginal costs fall B¢4D% after export entry, and this
magnitude is confirmed by TFPQ and reported average costse Thalso evidence for increases
in TFPR and markups in later periods, but these are quaméitginuch smaller than the changes
in marginal costs.

Further Robustness Checks

In our baseline matching estimation, we used the 5 nearegil@s. TabléA.17 shows that using
either 3 or 10 neighbors instead does not change our redldte, we investigate to what extent
our results change if we deviate from the Cobb-Douglas §ipation in our baseline productivity
estimation. In TabléA.18, we present plant-product level estimates based on the fiexible
translog production function, which allows for a rich setimteractions between the different in-
puts. Again, there is no significant change in TFPR after ebgaatry. In Panel B and C of Table
A.18 we use the production function coefficients based on thesliwgrspecification to compute
markups and marginal costs. This has to be interpreted \aittian: because the translog pro-
duction function is estimated based on revenaied allows for varying input shares over time,
it gives rise to a potential bias in the coefficient estimdses AppendipA.7 for further discus-
sion). In contrast to the Cobb-Douglas specification, thas Iis not constant over time and thus
not absorbed by fixed effects in within-plant/product asayNevertheless, the bias is probably of
minor importance: we obtain very similar results for markapd marginal costs as in the baseline
specification. In the same table, we also demonstrate thaésults are the same as in the baseline
when we estimate a quantity production function for the CBlolnglas case. Finally, Appendix
C.4 shows that results are also relatively similar when analyetethe plant level. Appendi€
discusses the additional robustness checks in greatek deta

4.4 Export Entry Predicted by Tariff Changes

In the following, we attempt to isolate the variation in ekpentry that is driven by trade liberaliza-
tion. This strategy helps to address endogeneity conceimgarticular, that unobservables may
drive both export entry and improvements in efficiency. Wefo a rich literature in international

“41For single-product plants, the product indei y;; is irrelevant in ). In line with our methodology for plant-
level analyses, we include sector-year fixed effects at ttligji2 level (see footnot2s).
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trade, using tariff changes to predict export entry. Befaresenting the results, we discuss the
limitations of this analysis in the context of our Chileartada

Limitations of the 2SLS approach

Declines in export tariffs during our sample period (199®72) are limited because Chile had
already undergone extensive trade liberalization s@ritinthe mid-1970s. Nevertheless, there
is some meaningful variation that we can exploit: during sleeond half of the 1990s, Chile
ratified a number of trade agreements with neighboring cams)tand between 2003 and 2005,
with the United States and the European Union. On averagssail destinations, export tariffs
for manufacturing products fell from 10.1% in 1996 to 4.5%2007 (using total sectoral output in
1996 as constant weights). The European Union and the U8 themost important destinations,
accounting for 24% and 16% of all exports, respectively, werage over the period 1996-2007.
The export tariff decline was staggered over time and trassdeamatic than other countries’ rapid
trade liberalization (e.g., Slovenian manufacturing ekpariffs to the EU fell by 5.7% over a
single year in 1996-97). However, we can exploit differaltariff changes across Chilean sectors.
These are illustrated in Figugefor 2-digit industries. For example, ‘clothes and footwesaw a
decline by approximately 10 percentage points, while edjaoiffs for ‘metallic products’ fell by
as little as 2 p.p. In addition, there is variation in timaing of tariff declines across sectors, and
the plotted average tariff changes at the 2-digit level guFe5 hide underlying variation for more
detailed industries. We exploit this variation in the feliag, using 4-digit ISIC tariff data (the
most detailed level that can be matched to our panel datdset)

This leads to the second limitation of our analysis: aBustos(2011), we use industry level
tariffs, so that the identifying variation is due to chargexport behavioon averagefor plant-
products within the corresponding 4-digit tariff categsti The third limitation follows from the
staggered pattern of (relatively small) tariff declinegiotime — as opposed to a short period of
rapid trade liberalization. In order to obtain sufficiergtyong first stage results, we have to exploit
the full variation in tariffs over time. In particular, in lmbspecifications, including year effects —
or 2-digit sector-year effects — leaves us with a weak fieget Consequently, we do not include
such fixed effects, so that the full variation in tariffs —@&s sectors and over time — is exploited.
This leads to the possibility that other factors that chamger time may drive our results. To

42Chilean tariffs are available at the HS-6 level, but a cqroeslence to the 7-digit ENIA product code does not
exist. The most detailed correspondence that is availabtehas tariff data to 4-digit ISIC — an industry code that is
provided for each ENIA plant. When aggregating exportfsitd the 4-digit level, we use total Chilean exports within
each detailed category as weights. For multi-product plaBNIA assigns the 4-digit ISIC code that corresponds
to the plant’s principal product. This does not impose andrtgnt constraint on our analysis: for the vast majority
(85%) of export-entrant multi-product plants in our samples principal product (highest revenue) is in the same
4-digit product category as the one that is exported.
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Figure 5: Average Chilean Export Tariffs (2-digit induss)

Notes The figure plots the average export tariff for all 2-digitCSndustries. We first compute average tariffs at the
6-digit HS product level across all destinations of Chileaports, using destination-specific aggregate exporeshar
as weights. We then derive average tariffs at the more agtgegdigit ISIC level.

alleviate this concern, we control for total sales of ea@npl Thus, our results are unlikely to be
driven by sales expansions over time that happen to coindithetrends in tariffs. We perform a
number of checks to underline this argument. Nevertheledigiht of the limitations imposed by
the data, our 2SLS results should be interpreted as an expigranalysis.

Empirical setup

We continue to exploit within-plant-product variationjng plant-product fixed effects. In the first
stage, we predict export entry based on export tariffs:

Eiji = o4j + P17 + 71 In(sales;ji) + i 9)

where E;;;, is a dummy that takes on value one if plangéxports productj in yeart, sales;;,

are total (domestic and exported) sales, andre export tariffs in sectos (to which producty
belongs) in yeat, as described in footno#?2. Correspondingly, all standard errors are clustered
at the 4-digit sector level. Because we use plant-product fixed effeets neither established
(continuing) exporters nor plant-products that are nexpoged affect our results. We thus restrict
the sample to export entrants as defined in Se@i@nNote that our analysis is run in levels rather
than changes. This allows for tariff declines in differeetys to affect export behavior — as we
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discussed above, Chile’s trade liberalization over ourarperiod was a staggered process, so
that we cannot explore before-after variation over a shore twindow as inBustos(2011). In
addition, running the analysis in levels with fixed effectifer than, say, annual changes) allows
for flexibility in the timing with which tariff declines affet exporting. For example, if the reaction
to lower tariffs gains momentum over time (as in the Canadase documented lyileeva and
Trefler, 2010, annual changes would not properly exploit this variati6mally, we use OLS to
estimate 9); probit estimates would be inconsistent due to the presehfixed effects.

Column 1 in Table4 presents our first-stage results for export entrant predstiowing that
declining export tariffs are strongly associated with exgatry. The first stage F-statistic is well
above the critical value of 16.4 for 10% maximal IV bias. Asalissed above, we only exploit the
extent to which tariffs predict theming of export entry, by including plant-product fixed effects
and restricting the sample to those plant-products thairbeaxport entrants at some point over
the period 1996-2007. The highly significant coefficient paat tariffs thus implies that export
entry is particularly likely in 4-digit sectors (and yeavellere export tariffs decline more steeply.
In other words, plant-products that eventually become arp® are particularly likely to do so
when they face lower export tariffs. The magnitude of thea-8tage coefficient (-8.403) implies
that an extra one-percentage-point decrease in expdifstésoth over time and across 4-digit
sectors) is associated with an increase in the probabiligxporting by 8.4% among those plant-
products that become exporters at some point. Our methgytdckles the endogeneity of export
entry in two ways: First, we address the possibility thahplaroducts that ‘react’ to lower tariffs
by export entry differ systematically from those that nestrt exporting — by restricting the
sample to the former. Second, by exploiting only the vasiain exporting that is predicted by
tariffs, we address the possibility that the timing of expamtry may be driven by unobserved
productivity trends.

Next, we proceed with the second stage, where we regressabeliaracteristicg;; that in-
clude marginal costs, markups, and TFPR on predicted eEpWEijt:

A

In(yije) = auj + B2 Eije + v2In(sales;jy) + Vije - (10)

Columns 2-5 in Tabld report the second-stage results for our main outcome ‘asaMarginal
costs drop by 27.7% after tariff-induced export entry, dnd éffect is statistically significant with
a p-value of 0.03 (we report weak-IV robust Anderson-Rubiajues in square brackets, based
on Andrews and Stock2005. This estimate is remarkably similar to those presentex/aln
Tables1-3. On the other hand, neither markups nor TFPR change upodi¢ped) export entry,
while output prices drop similar to marginal costs. Thiatenfirms our results for within-plant
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Table 4: Tariff-Induced Export Entry in Chile. Plant-PratliLevel Analysis

First Stage Second Stage
1) ) 3) 4) ©) (6) (7)
Main Outcomes Additional Outcomes
Dependent Variable Export Dummy TFPR MC Markup  Price RegbAVC TFPQ
Export Tariff -8.403*** — — — — — —
(2.151)

First Stage F-Statistic 53.09
Export Dummy - 0291 -277** .0268  -.255F -.312** .259*

[.608] [.0338] [.702] [.0541] [.0228] [.0525]
Plant-Product FE v v v v v v v
log Sales v v v v v v v

Observations 2,081 2,081 2,081 2,081 2,081 2,081 2,081

Notes This table examines the effect of tariff-induced exportrgon our main outcome variables, as well as on
reported average variable costs (AVC) and TFPQ. We repantgiroduct results, including only plant-products that
become new export entrants (see definition in Se®i@hat some point over the sample period. Export tariffs (at the
4-digit ISIC level) are used to instrument for the timing &pert entry. The first stage results of the 2SLS regressions
are reported in col 1, together with the (cluster-robustilsérgen-Paap rK Wald F-statistic. The correspondingkstoc
Yogo value for 10% maximal IV bias is 16.4. Second stage tegabls 2-7) report weak-1V robust Anderson-Rubin
p-values in square brackets (s&rdrews and Stock2005 for a detailed review). All regressions control for the
logarithm of plant sales and include plant-product fixee@f. Standard errors are clustered at the 4-digit ISIQ,leve
corresponding to variation in tariffs. Key: *** significaat 1%; ** 5%; * 10%.

TFPR = Revenue productivity; TFPQ = Quantity ProductivRyC = Average variable cost (self-reported).

trajectories. Our alternative efficiency measures in colsi® and 7 — reported AVC and TFPQ —
also show changes that are quantitatively very similar ¢ge¢tbased on marginal costs.

In the appendix, we present a number of additional checkseal9 shows that the reduced-
form results of regressing export entry directly on tardffeow the same pattern as the 2SLS esti-
mates. We also show that there is no relationship betweeoretgriffs anddomesticsales at the
plant level (TableA.20). This makes it unlikely that our results are driven mecbalty by falling
tariffs that coincide with expanding sales over time. In sdespite the limited variation in tariffs,
there is compelling evidence for within-plant efficiencyrgaafter tariff-induced export entry, and
for our argument that these gains are not captured by TFPR.

4.5

In the following, we discuss possible channels that mayeditie observed trajectories of prices
and marginal costs for export entrants. We differentiatevben demand- and supply-side expla-
nations. Among the latter, export entry can be driven byctiele on pre-exporting efficiency (as

Interpretation of Export Entry Results and Possible Chainels
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in Melitz, 2003, or by a complementarity between exporting and investrirenew technology
(c.f. Constantini and MelitZ22007 Atkeson and BursteirR01Q Lileeva and Trefler201Q Bustos
2017). In addition, anticipated learning-by-exporting alsoyades incentives for export entry. We
discuss the extent to which each of these explanations ipatiohe with the patterns in the data.

Demand-driven export entry

If demand shocks — rather than changes in production — wepensible for our results, we should
see no change in the product-specific marginal costs, whlkssvould increase and markups
would tend to rise. This is not in line with our empirical obsaion of falling marginal costs and
constant markups. Thus, demand shocks are an unlikelyrdrfithe observed pattern.

Selection on pre-exporting productivity

Firms that are already more productive to start with may reinternational markets because of
their competitive edge. Consequently, causality couldfiroim initial productivity to export entry,
reflecting self-selection. In this case, the data shouldvsifticiency advantages already before
export entry occurs. Since we analyze within-plant-pradiagectories, such pre-exporting effi-
ciency advantages should either be captured by plant-ptdoked effects, or they would show
up as declining marginal cosbeforeexport entry. There is only a quantitatively small decline
in marginal costs in our within- plant/product trajectari@nd a much stronger drop in the year
of export entry (see Figurg). In addition, our matching estimation is designed to albgwe-
entry productivity differences, and our 2SLS results foifftanduced export entry are unlikely to
be affected by selection. In sum, while we cannot fully egelihe possibility of selection into
exporting, it is unlikely to be a major driver of our results.

Learning-by-exporting

Learning-by-exporting (LBE) refers to exporters gainixgertise due to their activity in interna-
tional markets. LBE is typically characterized as an ongg@rocess, rather than a one-time event
after export entry. Empirically, this would result in camiing efficiency growth after export entry.
There is some limited evidence for this effect in our datebldal and2 show a downward trend
in marginal costs during the first three years after expamyermdowever, this may be driven by
the differential survival of more successful exporters.fdet, the trend in marginal costs is less
pronounced in the balanced sample in TakleThus, learning-by-exporting can at best explain
parts of our results.

Complementarity between Technology and Exporting

Finally, we analyze the case where exporting goes hangumatkith investment in new technol-
ogy. As pointed out by.ileeva and Trefle(2010, expanded production due to export entry may
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render investments in new technology profitable. In thigcagplant will enter the foreign market
if the additional profits (due to both a larger market and lloaast of production) outweigh the
combined costs of export entry and investment in new tedgyol This setup implies an asym-
metry in efficiency gains across initially more vs. less e plants (or plant-products in our
setting). Intuitively, productive plants are already eds the efficiency threshold required to com-
pete in international markets, while unproductive plargsdto see major efficiency increases to
render exporting profitable. Thus, we should expect "negaelection” based on initial productiv-
ity — plant-products that are initially less productive slibexperience larger changes in efficiency.
This prediction can be tested in the data.

Table 5 provides evidence for this effect, reporting the change argimal costs for plant-
products with low and high pre-exporting productivity We find a steeper decline in marginal
costs for plant-products with low pre-exporting produityivand the difference is particularly pro-
nounced for ‘young’ exporters in the first two years after@xgntry. This result is in line with
a complementarity channel where exporting and investmretédhnology go hand-in-hand, and
where initially less productive plants will only make thant decision if the efficiency gains are
substantiall(ileeva and Trefler2010.

Table 5: Marginal Cost by Initial Productivity of Export Eants in Chile. Matching Results.

Periods After Entry 0 1 2 3

Low Inital Productivity —-.167*** -193** -148* -276**
(.0520) (.0649) (.0817) (.113)

High Inital Productivity =~ .0335 -.0331 -.247* -262*
(.0449) (.0587) (.102) (.134)

p-value for difference [.004] [.07] [.45] [.94]

Treated Observations 261 179 128 75
Control Observations 1,103 752 534 299

Notes The table analyzes heterogenous effects of export entryayginal costs at the plant-product level, depending
on the product-specific initial productivity. Coefficiemti® estimated using propensity score matching; see the twote
Table2 for further detail. We use pre-exporting TFPR to create dicator for plant-products with above- vs. below-
median productivity and then estimate the average tredtoi¢e treated (ATT) effect separately for the two subsets.
Periodt = 0 corresponds to the export entry year. Robust standardsérrparentheses. Key: *** significant at 1%;
** 50; * 10%. The p-value refers to the null hypothesis of elqu@efficients for low and high initial productivity.

43Because marginal costs cannot be compacdssplant-products, we use pre-exporting TFPR to split them int
above- and below median productivity. Also, pre-exporfiitd®’R can only be computed when the export entry date
is known with certainty. Thus, we cannot apply our 2SLS methogy where tariff changes predict thebability of
export entry. Consequently, we use propensity score nragchpplied to the subsamples of plant-products with high
and low pre-exporting TFPR.
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The complementarity channel is also supported by detad¢sl@h plant investment. ENIA re-
ports annual plant-level investment in several categpaidsving us to analyze the corresponding
trends for export entrants. Because investment is lumpyexaenine the trend in the following
intervals: the last two years before export entry ("preyeéitthe entry year and the first two years
thereafter ("young exporters"), and three or more yeaes afitry ("old" exporters). In Panel A of
Table6 we present the results. Coefficients are to be interpretedthm-plant changes relative to
the industry level (since we control for plant fixed effeatsl -digit sector-year effects). Overall,
investment shows a marked upward trend right after expdry.eisentangling this aggregate
trend reveals that it is mainly driven by investment in maelny and — to some degree — by invest-
ment in vehicles. Investment in structures, on the othedharunrelated to export entry. We also
confirm this pattern in our auxiliary Colombian and Mexicatal where investment spikes after
export entry exclusively for machinery, but not for vehgte structures (see Tabfe31 and Table
A.32in the appendix). The observed time trend in investmentlim@with the findings irBustos
(2011).%* Overall, our investment data suggest that the observedesitiz gains are driven by a
complementarity between investment in new productiverieldgy and export entry.

Alternative Interpretations: Input Prices, and Product &ity

Could marginal costs fall after export entry simply becasggorters purchase inputs at discounted
prices? Panel B in Tablé examines this possibility, reporting trends in the avenagee of all
inputs, as well as for a stable basket of inputs (those tleatantinuously used for at least two
periods before and after export entry). The table showsitipait prices remain relatively stable
after export entry, making it unlikely that this channel fmamds our results. It is also unlikely
that quality upgrading of exporters is responsible for asuits, since higher product quality
is associated witligher output prices and production costs (&iugler and Verhooger2012
Manova and Zhan@2012 Atkin et al., 2014 Fan, Li, and Yeaple2015. This is not compatible
with the observed decline in output prices, marginal camtsl the relatively stable input prices
in our data. In addition, the results from a structural mdmeHottman et al(2016 suggest that
quality differences are predominantly associated with R Feiffferences, rather than differential
costs.

On balance, our findings point to exporting-technology clementarity as an important driver
of efficiency gains among export entrants. Importantly, iie@n contribution of our findings is
independent of which exact channels drive the results: we shat there are substantial efficiency
gains associated with entering the export market, and igastandard TFPR measure does not

#t is possible that the installation of new equipment begefoi® export entry, but was reported only after its
completion. For example, the ENIA investment categoryvedldor "assets measured in terms of their (historical)
accounting cost of acquisition."
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Table 6: Investment and Input Price Trends Before and Afigrol& Entry

Period: Pre-entry ‘Young' Exp. ‘Old’ Exp. Obs.fR
Panel A. Investment
Overall 0.169 0.635** 0.337 2,761
(0.269) (0.271) (0.290) 0.519
Machinery 0.258 0.737*** 0.447 2,761
(0.264) -0.277 (0.294) 0.521
Vehicles 0.469** 0.607** 0.267 2,761
(0.232) (0.253) (0.236) 0.324
Structures 0.240 -0.147 0.0758 2,761
(0.249) (0.274) (0.269) 0.486
Panel B. Input Prices
All inputs -0.0361 -0.0563 -0.0460 7,120
(0.155) (0.163) (0.195) 0.368
Stable inputs  -0.0888 0.0284 -0.0946 2,375
(0.152) (0.142) (0.252) 0.339

Notes This table analyzes investment and input prices beforeadted export entry. All dependent variables are in
logs, and all regressions include fixed effects; thus, aoeffts reflect the percentage change in investment (panel A)
or input prices (panel B) in each respective year relatiihéoaverage across all years. ‘Old Exp.’ groups all periods
beyond 2 years after export entry; ‘Young Exp.” comprisgsoekperiods within 2 years or less after export entry; and
‘Pre-Entry’ groups the two periods before entry. Regrassio panel A are run at the plant level and control for plant
sales, plant fixed effects, and sector-year effects (at ttligi2level). Regressions in Panel B are run at the 7-digit
input-plant level and control for plant-input fixed effeetsd 4-digit input sector-year effects. In the first row of &lan

B (‘All inputs’), we use all inputs observed in the exportgngear; in the second row (‘Stable inputs’), we restrict the
sample to the set of inputs that are also used at least twodsdvefore and after export entry. The criteria for defining
a plant as entrant are described in the notes to TalfRobust standard errors in parentheses. Key: *** signitieéin
1%; ** 5%; * 10%.

capture these gains because of relatively stable markupgdte first years after entry.

4.6 Stable Markups after Export Entry — A Result of ‘Foreign Demand Accumulation’?

We observe that, on average, prices of plant-products &altlkin-hand with marginal costs after
export entry. Understanding why prices fall is importamttfee interpretation of our results; if they
did not change, TFPR would reflect all efficiency gains, eliating the need for alternative mea-
sures. We observed that export entrants charge relativalstant markups (at least in the periods
immediately following export entry), so that efficiency gaare passed through to customers. One
explanation is that new exporters engage in ‘demand aca@aition/ as described blfoster et al.
(2016 — charging lower prices abroad in an attempt to attractorosts where ‘demand capital’
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is still low. If this is the case, we should expect a strongsslide in export prices as compared
to their domestic counterparts, because export entraatalegady established domestically, but
still unknown to international customers. In the followjnge provide supportive evidence for this
assertion.

We can disentangle domestic and foreign prices of the saatiptin a subsample for 1996—
2000. For this period, the ENIA questionnaire asked aboparsee quantities and revenues for
domestic and international sales of each product. Thusep(unit values) can be computed sepa-
rately for exports and domestic sales of a given producthiwihis subsample, we define ‘young’
export entrants as plant-products within 2 years after exgdry and compare their average do-
mestic and foreign prices. We find that within plant-produat ‘young’ exporters, the price of
exported goods is about 22% lower than pre-export entrylewthe price of the same good sold
domestically falls by 894> Assuming that the marginal cost of production is the saméah
markets, the results provide some evidence that efficieagysgare passed on to both domestic
and foreign customers — but significantly more so to therdathile we cannot pin down the ex-
act mechanism that explains the observed price settingylzservations are in line with ‘demand
accumulation’ in foreign markets.

5 Export Expansions of Existing Exporters

We have shown that marginal costs drop substantially ati@oreentry, while markups and TFPR
remain roughly unchanged. We have interpreted this as ee&®r quantitatively important effi-
ciency gains within plants that are not captured by standeoductivity measures. Does the same
pattern hold for existing exporters — that is, do increasesportvolumehave the same effect as
export entry itself? In the following, we examine this quest exploiting export tariff changes.

5.1 Empirical Setup with Existing Exporters

When analyzing existing exporters, we have to switch fromglant-product to the plant level.
The reason is that expos@ales— a crucial variable in this analysis — are reported only at th
plant level by ENIA (while export status is reported for egebduct as a dichotomous variable).
Before proceeding, we first check whether our previous figgladso hold at the plant level. These
results are presented in Appendx4.*® TableA.23 presents within-plant trends after export entry,

45To obtain these estimates, we separately regress loggeestiorand export prices (at the 7-digit plant-product
level) on an exporter dummy, controlling for plant-prodficed effects and 4-digit sector-year effects. Tail21in
the appendix shows the results. In addition, Tak22, estimates the effect of export entry on domestic and fareig
profit margins after export entry (which is discussed in d@tadppendix C.3).

46For multi-product plants, TFPR at the plant level can bewdated with the procedure described in Sec2d®) but
aggregating markups and marginal costs to the plant levesssstraightforward. We employ the following method,
which is explained in more detail in Appendi3. First, because our analysis includes plant fixed effecéscan
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showing that TFPR increases only slightly, while marginadts decline substantially. The fact
that plant-level results are similar to those at the plantipct level is not surprising, given that the
exported product typically accounts for the majority of muttin exporting multi-product plants.
We run the following regression at the plaiitlevel:

—

In(y;) = B In(exportsy) + v In(domsalesy) + 6; + €y 11D

wherey;; denotes our standard outcome variables: marginal costkups and TFPR. We use ex-
port tariffs to predict plant-level export salhf(ex/pﬁsit); more precisely, since we include plant
fixed effectssd;, we implicitly usechangesn tariffs to predictchangedsn exports. As discussed
in Section4.4, we exploit the variation in tariffs over time and acrossigHidsectors — the same
limitations as discussed above apply here, too. Néxitysales;; denotes total domestic sales.
Controlling for domsales;; ensures that our results are not driven by plant size andnatead
attributable to expansions of exporétativeto domestic sales.

Throughout our analysis of existing exporters, we repastiits for different subsamples of
plants, according to their overall export share. We begith whe full sample that includes all
exporters (i.e., all those with export shares above zerdXfaen move to plants with at least 10%,
20%,...,50% export share. This reflects the following tcdfd€On the one hand, plants that export
a larger fraction of their output will react more elastigath changes in trade costs than plants that
export little. Thus, estimated effects will tend to increas we raise the export share cutoff. On
the other hand, for plants that already have a high exporéghare is a smaller margin to increase
exports relative to total sales. This will attenuate the@fbf falling tariffs. In combination, the
two opposing forces should lead first to stronger and thendaker effects as we increase the
export share cutoff. Indeed, we find that results are tylyicsitongest for plants with 20-40%
export shares.

5.2 Tariff Changes and Within-Plant Efficiency Gains: 2SLS Results

We obtain a strong first stage when estimatihd) ¢ the first stage F-statistics typically exceed the
critical value for a maximal 10% IV bias (detailed first stagsults are shown in Appendix Table
A.25). In terms of magnitude, tariff declines over our samplaquepredict increases in export
sales by approximately 20-30% among existing exporteray@nage across the different specifi-
cations). Tablé& presents the second stage of our 2SLS results. These shawartfianduced ex-

normalize plant-level marginal costs and markups to umitthie last year of our sample, 2007 (or the last year in
which the plant is observed). We then compute the annuakptage change in marginal cost at the plamuct
level. Finally, we compute the averaglant-level change, using product revenue shares as weightsxaragholate the
normalized plant-level marginal costs. For markups, wethisesame product revenue shares to compute a weighted
average plant-level markup.
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port expansions led to statistically significant efficienmoyreases, as measured by falling marginal
costs (panel A) and rising TFPQ (panel B). To interpret thgmitade of effects, we compute the
change in each outcome due to the overall tariff reductiaar tve sample period (denoted ﬁy).

For example, in col 3, panel A, the effect size of -0.218 isaot#d by multiplying the coefficient
estimate (-0.845) with the corresponding predicted ingEeain exports for 1996-2007 from the
first-stage regressions in Appendix TaBl5 (0.258). We find that export tariff declines are asso-
ciated with marginal costs falling by approximately 25% e sample period; the TFPQ results
confirm this magnitude. This is similar to the observed edficy gains after export entry (15-25%
as reported in Tabld). If taken at face value, our results thus suggest that éxgrary has (on
average) a similar effect on productivity as a tariff-inddancrease in export volume by 20-30%
among existing exporters.

Next, we turn to the results for markups and TFPR (panel C amd Table 7, respectively).
Both variables increase statistically significantly witriff-induced export expansions among
firms that export more than 10% of their output (cols 2-6). &ttwless, TFPR captures only
about one quarter of the efficiency gains reflected by margosts and TFPQ: tariff declines over
our sample period raised TFPR by approximately 5%. The asaén markups is very similar, in
line with our result in Sectio@. Our results for tariff-induced export expansions thus atsply
that about three-quarters of the efficiency gains reflecyddwer marginal costs are passed on to
customers in the form of lower prices.

In AppendixC.2we present a number of consistency checks. TALR shows the reduced-
form results corresponding to Table We confirm the 2SLS results: lower tariffs lead to signifi-
cant declines in marginal costs, and to significant (butikedly smaller) increases in markups and
TFPR. Next, Tablé.27 shows that falling export tariffs aretassociated with changes in domes-
tic sales. This suggests that we identify a pattern thatasifip to trade, and not driven by a general
expansion of production. In Tabke28 we show that input prices are largely unchanged following
tariff-induced export expansions. Finally, Ta#le29 shows that tariff-induced export expansions
are also associated with increases in capital stock. Tlugrngatible with our interpretation that
investment in new technology is responsible for the obskeficiency increases.

The fact that for existing exporters some of the increaskdegicy is captured by TFPR marks
an important difference to the results on export entry, wmearkups and TFPR remained largely
unchanged. The core of the difference is related to pricelig@lior: while new export entrants pass
efficiency gains on to their international customers, distabd exporters raise markups. Related
to our discussion in Sectioh6, existing exporters may face relatively less elastic dedhimtause
they already have an established customer base. This m&jrexfy efficiency increases trans-
late — at least partially — into higher markups for estal@égsbxporters. This interpretation is also
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Table 7: Tariff-Induced Export Expansions of ExportingriR&in Chile — 2SLS

1) ) ®3) (4) () (6)
Export Share >0%  >10%  >20%  >30%  >40%  >50%

Panel A. log Marginal Cost Index

log Exports (predicted) -.692** -55** - 845%** . Q]Q¥k* B7Q¥k* _ gDwk*
weak-IV robust p-value: [.0215] [.0183] [.001] [.0011] [.0017] [.0078]

A MCH -119  -.130 -.218 -.242 -.245 -.244
First Stage F-Statistic 8.92 2427 2159 20.56 19.46 11.91
Observations 6,996 4,089 3,257 2,815 2,443 2,137

Panel B. log TFPQ

log Exports (predicted) .734**  52*  759%*  728**  G77*  .627**
weak-IV robust p-value: [.0126] [.0382] [.0057] [.0089] [.0102] [.0301]

A TFPQ 124 122 196 192 189 .186
First Stage F-Statistic =~ 8.746  24.12  21.58 20.55 19.43 11.91
Observations 6,988 4,083 3,256 2,814 2,442 2,137

Panel C. log Average Markup

log Exports (predicted)  .0235  .22%*  227%**  DE2**  Q23% 145%*
weak-IV robust p-value: [.78] [.0081] [.0004] [.0001] [.0001] [.0004]

A Markup .003 .042 .047 .057 .052 .036
First Stage F-Statistic 10.44 25.19 24.55 22.34 20.31 12.87
Observations 9,855 5,744 4,570 3,974 3,454 3,015

Panel D. log TFPR

log Exports (predicted)  .0461  .182*  172**  195%*  163** A1
weak-1V robust p-value [.469] [.0114] [.0134] [.0053] [.0115] [.195]

A TFPR .009 .043 .044 .053 .047 .034
First Stage F-Statistic 10.44  25.19 24.55 22.34 20.31 12.87
Observations 9,855 5,744 4,570 3,974 3,454 3,015
For all regressions:

Plant FE v v v v v v

log Domestic Sales v v v v v v

Notes This table examines the effect of within-plant export exgians due to falling export tariffs on plant-level
marginal costs (panel A), TFPQ (panel B), markups (pane&a@d, TFPR (panel D). The regressions in columns 1-6
are run for different samples, according to the plants’ eplbares: col 1 includes all plants with positive exports,
col 2 those whose exports account for more than 10% of tokas seol 3, 20%, and so on. The first stage regresses
plant-level log exports on sector-specific export tarifexport tariffs vary at the 4-digit ISIC level. The first stage
regression results are reported in TaAl&5 in the appendix. Each panel above reports the second-steffecents

for the respective outcome variable, together with the wi¥akobust Anderson-Rubin p-values in square brackets
(seeAndrews and Stock2005 for a detailed review). We also report the (cluster-ropKstibergen-Paap rK Wald
F-statistic for the first stage. The corresponding Stocger@alue for 10% maximal 1V bias is 16.4. For multi-
product plants, the dependent variables in panels A, B, aredl€rt the product-sales-weighted average, as described
in AppendixB.3. All regressions control for the logarithm of plant-levelrdestic sales and include plant fixed effects.
Standard errors are clustered at the 4-digit ISIC levekesponding to the level at which tariffs are observed. Key:

*** significant at 1%; ** 5%; * 10%.

¥ In each panel of the tablg) denotes the predicted change in the corresponding depevatéable due to export
tariff reductions over the sample period (tariffs declitgdb.6 p.p. on average (sales-weighted) in 1996-2007).
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in line with models such adlelitz and Ottaviand2008), where lower tariffs have an effect akin to
a demand shock for existing exporters, inducing them tenaiarkups’

6 Evidence from other Countries: Colombia and Mexico

In this section, we repeat our main empirical analysis foo &dditional countries: Colombia
(2001-13) and Mexico (1994-2003). Both provide datasets similarly detailed coverage as the
Chilean ENIA, and these datasets have been used extensivetlydies of international tradé.
AppendicesB.4 and B.5, respectively, describe the Colombian and Mexican dataetaidand
show that the standard stylized facts documented abovelfite Bold in these samples, as well.
AppendixB.6 discusses export entry in the two samples, and AppeBdixompares them to the
Chilean ENIA, showing that the sectoral composition in bBtee samples is similar. In terms of
export orientation, Chile and Colombia are also comparatite about 20-25% of all plants being
exporters. Mexican manufacturing plants, on the other haxport more of their output — about
39% (which may in part be due to larger plants being oversapried in the Mexican sample).

One important limitation is that — unlike the Chilean ENIA ketColombian and Mexican
data do not provide product-specific variable costs. Weefoee cannot use equatioB) (o com-
pute product-specific material shares in multi-produch{da- the basis to derive product-specific
markups and marginal costs. We thus restrict our analysiSétombia and Mexico to the subset
of single-product plants, where all inputs are clearlytedddo the (single) produced output. Fortu-
nately, both datasets include a large number of singleymtqalants, with almost 20,000 plant-year
observations each (as compared to 25,000 for Chile). Tliwslus to compare the single-product
results for Chile (shown in Tabl&.14) to those obtained for Colombia and Mexico, using exactly
the same methodolody.

We begin by describing the within-plant trajectories fol@obia in Figure2.>° TFPR remains

47An alternative explanation for lower pass-through amorigtiesg exporters may be related to plant size: estab-
lished Chilean exporters produce on average 30% more oatlihave 21% higher employment than new export
entrants. Amiti, Itskhoki, and Koningg2016 show that fordomesticsales, larger firms in Belgium show stronger
strategic complementarities in pricing and therefore lopass-through than smaller firms. However, strategic com-
plementarities are less likely in the context of our findingsich are based oexportsales to different markets across
the globe — in contrast to the relatively small domestic raik Belgium. In addition, when replicating the results
from panel C in Tabl& for above- vs. below-median employment, we find that in@sasmarkups are quantitatively
similar and — if anything — somewhat larger for smaller ptisee Tabl&.30in AppendixC.5).

48For exampleKugler and Verhooge(2012 andEslava et al(2013 use the Colombian firm-level data from the
Annual Manufacturing SurveyEncuesta Annual Manufacturérdacovone and Javorci010 andEckel, lacovone,
Javorcik, and Near{2015 use data from the Mexican Monthly Industrial Surv&n¢uesta Industrial Mensugand
from the Annual Industrial Surveyficuesta Industrial Anugl

“9In all three cases, we estima®) for single-product plants, including plant fixed effedfée also include sector-
year fixed effects at the 2-digit level, in line with our medladogy for plant-level analyses (see footnagg.

50The corresponding within-plant coefficients for Colombialdviexico are displayed in Tablgs11 andA.12,

37



essentially unchanged after export entry. Marginal cost¢he other hand, show a steep and highly
significant decline by up to 40% after export entry. Markups@ase mildly, by less than 10%.
TFPQ confirms the magnitude of the marginal cost trajectory.

Figure3 present the within-plant trajectories for Mexican expanrants. There is no change
in TFPR or markups. Marginal costs, on the other hand, detin15-20% in the three years after
export entry. This is quantitatively smaller than in theeca$ Colombia, but the results remain
statistically significant at the 5% level. The results folPIF-confirm the efficiency gains reflected
by marginal costs. One potential reason for the relativelglter efficiency gains after export entry
is that larger plants are overrepresented in the Mexicaam(dae AppendiB.5). Larger plants are
on average more productivByverson2011), and we know from the Lileeva and Trefler type test
in Section4.5 that more productive plants tend to see smaller efficienaysgafter export entry.
In fact, when splitting the Chilean sample into plants witloee- and below-median employment,
we also find smaller productivity gains for larger planteagxport entry (see Tabk. 16).

Altogether, the results for Colombia and Mexico stronglpfoan our findings for Chile: after
export entry, plants experience significant efficiencyeases, and these are almost entirely passed
through to consumers in the form of lower prices. Thus, TF&Rains almost unchanged, which
confirms its inferiority to alternative measures such asgmnat costs or TFPQ. In Tables.31
andA.32 in the appendix we show that investment of Colombian and béxiexport entrants
spikes after export entry for "young exporters," and thatithalmost entirely driven by increasing
investment in machinery (as opposed to structures or \a)iclThis confirms our findings for
Chile, and suggests that an export-investment complemignrtaa likely candidate for explaining
the observed efficiency gains in Colombia and Mexico, as.well

7 Discussion and Conclusion

Over the last two decades, a substantial literature hagdripat exporting induces within-plant ef-
ficiency gains. This argument has been made by theoretiosiilootions in the spirit oGrossman
and Helpmar(1991) and is supported by a plethora of case studies in the mareagéiterature.
The finding that exporting induces investment in new tecbgwlalso suggests that within-plant
efficiency gains must exisB{stos 2011). A large number of papers has sought to pin down these
effects empirically, using firm- and plant-level data froarieus countries in the developed and
developing world. With less than a handful of exceptions,direrwhelming number of studies has

respectively (see AppendB.8).

51The fact that markups grow somewhat more than TFPR is diedussAppendixA.2: Colombian manufacturing
shows on average (slightly) increasing returns to scalthisrcase, fast expansions of volume (which are also obderve
for Colombia — see Panel B of Tabke11) can lead to MC overestimating efficiency gains, and to mauttianges
exceeding TFPR changes.
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failed to identify such gains. We pointed out a reason fa thscrepancy, and applied a recently
developed empirical methodology to resolve it.

Previous studies have typically used revenue-based ptigifyeneasures, which are down-
ward biased if higher efficiency is associated with lowelpotiprices. In order to avoid this bias,
we estimated marginal costs as a productivity measure gbl#m-product level, following the
approach bype Loecker et al(2016. We have documented that marginal costs drop significantly
after export entry, while markups remain relatively stabléaus, productivity gains after export
entry are largely passed on to customers in the form of lowguud prices. We also showed that
the typically used revenue-productivity remains largeighanged after export entry. These results
hold in three different countries that provide sufficierdtailed manufacturing data for our anal-
ysis: Chile, Colombia, and Mexico. Thus, our results likedflect a general pattern, implying that
a large number of previous studies has underestimatedtesgdated efficiency gains by focusing
on revenue-based productivity.

To support our argument that the observed efficiency gamsnaieed trade-related, we used
tariff variations in the particularly rich Chilean manufang panel. In this context, we distin-
guished between tariff-induced export entry and expanftirgjgn sales by established exporters.
We found that both are associated with declining marginstsc@nd — as a robustness check — with
increasing TFPQ). We also compared these results to theeel loa the typically used TFPR. For
tariff-induced export entry, TFPR fails to identify any ggj for tariff-induced export expansions,
TFPR gains are statistically significant, but they refledy @me quarter of the productivity gains
captured by marginal costs. These differences arise frenbémavior of markups: on average,
export entrants pass on almost all efficiency gains to custerm markups are unchanged, and
therefore TFPR is unchanged. Established exporters, ootliee hand, translate part of the effi-
ciency gains into higher markups. These observation argatbie with ‘demand accumulation’
(Foster et al.2016: new exporters may charge low prices initially in order twact customers,
while established exporters can rely on their existingaustr network, so that lowering prices is
less vital.

To gauge the gquantitative importance of our findings, we amaphe observed within-plant
efficiency gains after export entry for the different protivity measures. We begin with TFPR.
For export entrants, we found no increase in TFPR; and fdf-taduced export expansions of es-
tablished exporters, the gains over the full sample peniecpproximately 5% (Tablé). Thus, if
we had used the common revenue-based productivity measeingpuld have confirmed the pre-
dominant finding in the previous literature — little eviderfor within-plant efficiency gains. Based
on marginal costs, on the other hand, new export entry ismapaaied by efficiency increases of
15-25%. In addition, tariff-induced export expansionstiedpproximately 20% higher efficiency
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over our sample period — roughly four times the magnitudecedd by TFPR. Compare this to
Lileeva and Trefle2010, who found thatabor productivity rose by 15% for Canadian exporters
during a major trade liberalization with the US in 1984-9@c® labor productivity is subject to
the same (output) price bias as TFPR, the actual efficienitys gaay well have been larger — if
Canadian exporters, similar to their Chilean counterpadssed on some of the efficiency gains
to their customers in the form of lower prices.

Note that TFPR underestimating export-related efficieraipgis not a foregone conclusion:
In principle, TFPR could alsoverestimatectual efficiency gains — if markups rise more than
productivity. An extreme example would be exporters thsergheir markups when tariffs fall, but
do notinvest in better technology. While our results sugtieg such a strong response of markups
is unlikely, we do observe markup increases among existkppréers when tariffs fall. This
implies that the output price bias of TFPR is weaker duriagérliberalization. One interpretation
is that export tariff declines have an effect akin to demamakcks, which creates incentives to
raise markups in models with endogenous markups su@easard et al(2003 or Melitz and
Ottaviano(2008. Consequently, it is more likely to find TFPR (i.e., markupgreases during
periods of falling export tariffs. This may explain why thef studies that have identified export-
related within-plant efficiency gains exploited periodsrapid trade liberalization (such &3
Loecker 2007or Lileeva and Trefler2010.

Our results have two important implications for gains framade: First, they rectify the bal-
ance of within-plant efficiency gains versus reallocatioroas plants. So far, the main effects have
been attributed to the latter. For exam@avcnik(2002 estimates that reallocation is responsi-
ble for approximately 20% productivity gains in exportesied sectors during the Chilean trade
liberalization over the period 1979-86. Using marginalt@ssa productivity measure that is more
reliable than its revenue-based counterparts, we showeipadrt-related within-plant efficiency
gains probably have a similar order of magnitude. Secondremults underline the necessity for
future empirical studies to use productivity measures #natnot affected by changes in output
prices — and to re-examine previous findings that used revpmductivity. In particular, future
studies should make further progress where our analysisneatly exploratory due to the limited
variation in Chilean export tariffs. Ideally, more detdlilriff changes at the plant- or disaggre-
gated industry-level should be combined with marginalsasta more reliable proxy for efficiency
gains. Finally, our results imply that relatively stablerkugps are the reason why efficiency gains
are not fully translated into higher revenue productivithius, future research should examine the
relationship between exporting and markups in more detail.
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